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Journal of
Fluids

Engineering Guest Editorial

Seven of the papers in this issue’s special section were
presented at the 4th International Symposium on Pumping Ma-
chinery in 2001. An additional four related papers are also in-
cluded here. Together these papers summarize the progress that
has been made in pump analysis and design since the earlier
pumping machinery symposia in 1989, 1993 and 1997. There are
still new and ongoing developments in many areas of the pump
field, and this collection, which is representative of the advances
in CFD and experimental applications. In these papers, it is evi-
dent that CFD is becoming commonplace in the analysis of both
single- and two-phase flows in all types of pump geometry. This is
in addition to experimental measurements via LDA and other
techniques. Fundamental to the progress that has been made dur-
ing this period is the extensive research and development that has
been done by contributors from universities, pump manufacturers,
and pump users.

Some of these papers deal with aspects of overall pump design
and performance. Design systems with embedded CAD and CFD
elements now utilize inverse methods of blade shape generation.
CFD is now used routinely for performance prediction, as consid-
erable progress in predicting the head curve shapes from shutoff
to runout, has been made. In particular, there is progress made in
the prediction of performance as influenced by cavitation. In this
connection, progress is reported in the simulation of the impeller-
volute interaction. Further, flow visualization is still used to aid
the pump design process.

Experimental and analytical studies of the flow in pump com-
ponents are treated in the papers on rotating cavitation in impel-

lers, new discoveries relating to stall in vaned diffusers, and the
rather obscure but profound influence of impeller ring leakage
flows on hydrodynamic axial thrust. Additionally, the fluid in-
duced rotordynamic forces and instabilities associated with un-
shrouded impellers have been addressed. New concepts for pumps
and pump components are introduced, including a MEMS micro-
pump.

What is clearly evident in all of the papers in this collection is
the continuing creative application of fluids engineering expertise
that is required to produce viable new concepts in both design and
performance improvement.

Thanks go not only to reviewers of these papers, but also to
their respective organizations for recognizing and supporting the
continuous improvement of pumping machinery through applica-
tion of the latest analytical and experimental methods, as well as
the continual exercise of creative fluid dynamical insights that fuel
the technology of these machines for the benefit of pump re-
searchers, designers, and users. Finally, the authors themselves
must be acknowledged for their major contribution to this collec-
tion of papers.

Dr. Adiel Guinzburg
The Boeing Company

Dr. Paul Cooper
Fluid Machinery Research, Inc.

Copyright © 2002 by ASMEJournal of Fluids Engineering JUNE 2002, Vol. 124 Õ 313
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Christopher P. Hamkins

Stephan Bross

KSB Aktiengesellschaft, Frankenthal, Germany

Use of Surface Flow Visualization
Methods in Centrifugal Pump
Design
Surface flow patterns generated with oils or oil paint have been used in centrifugal
pump design for many years. Here it is shown how modern image analysis methods
allow quantitative predictions of the corresponding pressure distribution by analyzing
surface flow patterns. Further, the surface flow patterns can be used to confirm
computational fluid dynamics (CFD) results, improve their boundary conditions and de-
termine their limits of validity. The authors see the need for a new type of boundary
condition for CFD packages, in which a measured flow pattern could be used as
‘‘input.’’ @DOI: 10.1115/1.1470477#

Introduction
The use of oil mixtures for surface flow visualization in hydrau-

lic machinery has a long history. In 1931 Busmann@1# used the
method to do flow visualization in axial flow pumps. In prepara-
tion, he studied the flow pattern on rotating disks, even perform-
ing angle measurements to confirm von Ka´rmán’s 1921@2# theo-
retical treatment. In recent years, however, the potential of these
methods has been increased greatly through the use of automatic
image analysis and computational fluid dynamics~CFD!. Whereas
oil surface flow patterns were used only quantitatively in the past,
it will be shown here how quantitative information can be derived
from them today.

One expects the surface flow pattern to be influenced by the
pressure and flow distribution in the main flow. The authors have
investigated what sort of quantitative conclusions are possible
about the main flow by analyzing the surface flow angles.

Experimental Method
For the flow visualization, the operating point of the pump is

adjusted while pumping normal test facility water and then the
pump is turned off. Without changing the valve settings in the test
loop, the pump is disassembled and a slow-drying oil paint~Lei-
nos ‘‘Naturharz-Weißblack,’’ article no. 820! is brushed on to the
impeller, diffuser or casing. The thickness of the paint layer
should be as for normal painting. Some knowledge of the ex-
pected flow pattern is helpful, since the paint need only be applied
to the ‘‘upstream’’ regions and will flow naturally to those down-
stream, keeping in mind that the boundary layer flow direction can
deviate substantially from the main throughflow. When the flow
could result in a conglomeration of paint~paint from many start-
ing points flows into a single ending region!, then the paint should
be applied very sparingly, and only at the starting points.

The pump is then assembled, the loop filled again with water,
and the pump run for 1 or 2 minutes. The best length of time
depends on the flow velocities and must be determined by trial
and error. To start and stop the pump without disturbing the flow
pattern, the speed of rotation is slowly increased with a frequency
converter and after the test slowly decreased again; this should
lead to approximately similar flow during the entire test. The de-
velopment of the streaklines could be observed through a plexi-
glas cover plate in some of the rigs, which also confirmed that the

beginning and ending transients had no visible influence on the
developed flow pattern. Further details of the method are given by
Hamkins@3#.

A typical result for a flow pattern on the pump casing wall
opposite the impeller is shown in Fig. 1. Although this pattern in
the impeller side gap was taken at the best efficiency point of the
pump, substantial asymmetries can be seen because the casing did
not match the operating point of the impeller. Pressure was mea-
sured at 40 pressure taps distributed over the surface. Isobars es-
timated by interpolating between these taps are shown overlaid in
Fig. 1. A definite correlation between pressure distribution and
flow pattern can be seen.

Image Processing
The flow patterns were photographed with conventional photo-

graphic equipment under diffuse lighting~digital cameras cur-
rently have insufficient resolution!. The photographs were ana-
lyzed at the Institute for Machine Design of the Technical
University of Berlin, Department for Hydraulic Turbomachines
and Fluid Dynamics, using custom-developed image processing
software. The parts of each photo relevant to the flow were gray-
scale digitized~scanned!. Each image was then divided into small
square regions. In each region a Fourier-transformation was per-
formed and the strongest frequencies present were determined.
These frequencies give information about the flow direction.

The analysis uses methods that were originally developed to do
particle image velocimetry~see@4# and @5#!. One method of pro-
cessing the particle images involves analyzing the so-called
‘‘Young’s fringes.’’ Essentially the same technique is used to de-
termine the direction of the oil film pattern here. By analyzing the
peaks in the Fourier transformation using a calculated center of
gravity and assuming a Gaussian distribution, the location of the
peak, and hence the flow angle, can be determined with a resolu-
tion better than a single pixel. Figure 2 shows the flow directions
determined for the pattern shown in Fig. 1. The blank areas show
where no analysis was possible.

This Fourier analysis of the flow angles was found to give
much better results than attempting to identify the streaks as dis-
tinct features. Even with somewhat low-contrast images, satisfac-
tory results could be obtained. The method fails in regions of paint
conglomeration with no well-defined streakline direction, as one
might argue that it should.1 According to an analysis by Hamkins
@3#, an individual angle measurement by this method has an un-

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 6, 2001; revised manuscript received December 17, 2001. Associate Editor:
J. Katz.

1The method also often fails when applied to flow visualization photographs
presented in printed journals because of aliasing. The photographs are usually ras-
terized to make them printable, which unfortunately introduces spurious frequencies
which obscure the true flow direction.
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certainty of about 5 deg, partly due to angle measurement errors
but also due to deviations of the paint streakline from the ‘‘true’’
limiting flow angle. By making many angle measurements and
averaging them~curve fits!, uncertainties of under 0.5 deg are
possible, which was confirmed by doing repeated measurements
under the same conditions.

Application to Rotating Flows
Figure 3 shows the type of pattern which occurs on a rotating

disk or as in this case, an impeller. Figure 4 shows the results of
the angle determination using the automatic image analysis. The
flow angle is defined relative to the tangential direction. Points
further than 3 standard deviations from the fitted curve were re-

moved, and the curve recalculated. The trend shown is typical in
that the surface flow angle increases toward the inner radii.

Many boundary layer analyses of the rotating disk are present
in the literature, most of them variations on von Ka´rmán’s original
treatment@2#. Reference@3# contains a summary of the methods.
The methods predict that the flow angle should be different for
laminar and turbulent flow, but that it is otherwise independent of
Reynolds’ number. This prediction runs counter to many measure-
ments in the literature and to the author’s own measurements, both
of which are shown in Fig. 5~taken from @3#!. The computed
angles are very sensitive to the flow profiles assumed for the
boundary layer analysis.

The values shown in Fig. 5 for the literature represent angle
measurements reported by various authors~@6–9#! but also re-
analysis of published photographs~@1,8,10,11#! using the current

Fig. 1 Flow pattern on the back casing wall opposite the im-
peller, overlaid with isobars

Fig. 2 Flow directions determined by imaging processing of
Fig. 1

Fig. 3 Flow pattern on an impeller shroud for Re Ä1.66"106

with radial inflow QL ÄÀ0.00008

Fig. 4 Flow angles „individual points Á5 deg; curve fit Á0.5
deg … determined by image analysis of Fig. 3
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methods. The author’s own experiments are reported in detail in
@3# as well as a list of published photographs which could not be
analyzed due to the reasons in footnote 1.

A clear trend of decreasing flow angle for higher Reynolds’
numbers can be seen, albeit with quite a bit of scatter. Hamkins
@3# discovered that part of the scatter can be explained by differ-
ences in the rate of core fluid rotation in the impeller side gap. A
faster core leads to larger limiting flow angles. A very gross em-
pirical correlation was found as

Dbd'2Dk (1)

where the flow anglebd is expressed in radians andk is the core
rotation rate. The delta symbol designates the differences in flow
angle and rotation rate, all else being constant.

The only theoretical treatment found in the literature which
predicts both the Reynolds’ number and core rotation effects was
that of Cooper@12#, shown as lines in Fig. 5. The classical~von
Kármán! boundary layer methods do predict a core rotation effect,
but underestimate its magnitude compared to the measurements.

The pressure gradient in the impeller side gap is related to the
core rotation as

]p/]r5rk 2 (2)

Using the correlation in Eq.~1!, the core rotation can be estimated
by analyzing the flow angles; the pressure distribution can then be
obtained by integration of Eq.~2!. Unfortunately, the uncertainty
in the gross empirical correlation is so large that the predicted
pressure distribution is hardly more accurate than those obtained
using purely theoretical methods.

An improvement in accuracy can be obtained when an attach-
ment line is present in the pattern. In Fig. 3, such an attachment
line can be seen at the radiusr50.23. The attachment line forms
when the core fluid and the disk or impeller are rotating at the
same speed. The core fluid rotates faster than the impeller at
smaller radii and more slowly than the impeller at larger ones. In
other words, the attachment line fixes the radius at whichk51.
This knowledge can result in a significant improvement in predict-
ing the pressure distribution. Such large core rotation rates are
only present with strong radial inflow in the impeller side gap,
however.

When an asymmetric pressure distribution is present at the im-
peller periphery, as is the case for off-design operation in a volute
casing, for example, the flow in the impeller side gap is also
influenced. The asymmetries are clearly visible in the surface flow
patterns, which can be quantitatively analyzed to determine a

‘‘flow pattern center’’ which correlates with the center of the pres-
sure distribution. The correlation can be used to estimate the cir-
cumferential pressure distribution and impeller radial force.

In @3#, it was discovered that in these cases a rotationally sym-
metric but eccentric core flow in the impeller side gap is a good
model to explain the measured pressure distributions there. In
other words, the core flow rotates smoothly about some point, but
that point does not coincide with the axis of rotation of the impel-
ler. Using this model, the circumferential pressure distribution can
be estimated by assuming that the ‘‘flow pattern center’’ correlates
with the center of core flow rotation. The details are given in@3#.

Figure 6 shows the results of the correlation. The radial forces
were calculated by integrating the measured pressure distribution
and by analyzing the flow pattern. The correlation is good, but is
limited by the uncertainties involved in finding the flow pattern
center.

Comparison of Patterns and CFD Results
By using numerical codes, the proper setting of boundary con-

ditions is necessary to achieve a physically correct solution. In
case of hydrodynamic turbomachines, the well known boundary
conditionsvelocity inletandpressure outletare in use. Especially
for the outlet condition one has to make sure that the real outlet
flow is not influenced by distortions appearing downstream of the
outlet plane. In case of pump stages with impeller and diffuser, it
is state of the art to treat each element separately, reducing the
complexity and computational efforts of the problem. This is valid
as long as the interaction of both elements can be neglected and
therefore the pressure outlet condition can be used.

In Figs. 7~a! and 7~b! a comparison of experimentally and nu-
merically evaluated oil flow pictures on the pressure side of a
vane of a radial impeller operating at its best efficiency point is
presented. Looking from the impeller outlet into the blade chan-
nel, the hub and shroud as well as two vane trailing edges can be
identified. The impeller inlet is located on the bottom. The ob-
served shear stress lines~streaklines! are slightly curved passing
from the hub to the impeller shroud. Looking at the computed
streamlines, a good agreement of both flow patterns can be stated.
These calculations were performed for the isolated impeller using
the normal pressure outlet conditions. Here, the influence of the
diffuser vanes vanishes and the assumptions included in the outlet
conditions are valid.

Fig. 5 Flow angles „Á0.5 deg … dependent on local Reynolds
number

Fig. 6 Correlation of impeller radial force determined by inte-
grating the measured pressures and by analyzing the flow pat-
tern

316 Õ Vol. 124, JUNE 2002 Transactions of the ASME
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Reducing the flow rate to 57% of best efficiency flow rate, only
a part of the calculated flow pattern can be identified in the ex-
periment~Fig. 7~c!!. Here, the flow at the impeller outlet is mainly
influenced by a strong interaction, creating a reverse flow from the
diffuser back into the impeller. Of course this behavior cannot be
simulated using the normal outlet condition, so that a complete
stage simulation has to be performed, or a better outlet condition
has to be defined using the oil flow pictures as a reference. The
limits of applicability of the flow field computation have been
determined by performing the flow visualizations.

Similar results occur if the diffuser of a radial pump stage is
treated separately using velocity inlet and pressure outlet bound-

ary conditions. In this case, the pressure outlet represents the
physical reality quite well, especially if a volute or a large ring
casing is used downstream. Here, it is the unknown inlet condition
e.g., the inlet velocity profile~impeller outlet velocity profile! that
mainly influences the numerical solution.

In Fig. 8, the oil flow pattern occurring in a radial pump stage
diffuser running at 80% of BEP is presented. On the measured oil
flow picture ~Fig. 8~b!! a distinct curved streamline can be iden-

Fig. 7 Comparison of experimental and numerical impeller oil
flow pictures. „a… Experimental, 100% BEP, „b… computational,
100% BEP, „c… experimental 57% BEP, „d… computational 57%
BEP.

Fig. 8 Flow patterns in a vaned diffuser. „a… Computational
result with uniform inlet velocity profile boundary condition, „b…
experimental oil flow pattern, „c… computational result with dis-
torted inlet velocity profile boundary condition.
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tified, connecting the blade pressure~concave! side of one blade
with the leading edge stagnation point of the next. Moreover,
rather than being parallel to the blades, the surface streamlines in
the blade channel are inclined from the blade pressure~concave
side! to the blade suction~convex! side. By using a uniform ve-
locity profile as the inlet flow condition~Fig. 8~a!!, the agreement
between numerical and experimental results is weak. By using a
distorted inlet velocity profile~Fig. 8~c!!, good agreement be-
tween both results was reached. The shape of the inlet profile was
evaluated by trial and error. During the adjustment, the tangential
velocity was left constant, but the radial velocity profile was
changed from a uniform profile to a linear distribution between
hub and shroud~keeping the flow rate constant!. Three or four
tries were necessary to achieve the agreement shown. In this case,
the experimental oil flow pictures were used as an additional
boundary condition to get some information about the expected
impeller outlet flows.

Conclusion
Surface oil flow patterns can be analyzed to directly obtain

quantitative information about a flow field. They can also be used
to adjust boundary conditions for computational fluid dynamics
~CFD! simulations by trial and error until a good match with the
measured pattern is found. The resulting computation should be a
better representation of the flow than that with a simple boundary
condition.

As proposed by Hellmann@13#, the authors see the need for an
additional type of boundary condition for CFD packages, namely
the measured angles of the surface flow pattern itself. They see the
development of such an ‘‘inverse’’ calculation method as a prob-
lem that is likely to be tractable, albeit challenging, but which will
have many advantages. Eventually it could be possible for a CFD
package to perform an image analysis on a flow pattern to produce
the input boundary condition for a calculation. The results of such
a calculation ought to have a high degree of reliability since they
are based on a measured pattern.

Acknowledgments
The authors would like to thank Prof. R. D. Flack, Mr. D. Baun,
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Nomenclature

F 5 force
F 5 dimensionless forceF5F/2prr 0

4v2

k 5 core rotationk5uu /vr
p 5 pressure
p 5 dimensionless pressurep5(p2p0)/rr 0

2v2

QL 5 dimensionless radial flow in side gap
QL5QL/2pr 0

3v
r 5 radius

r 0 5 outer radius of disk or impeller
r 5 dimensionless radiusr5r /r 0

Re 5 disk Reynolds’ numberRe5vr 0
2/n

Rer 5 local Reynolds’ numberRer5vr 2/n
u 5 velocity of fluid
n 5 viscosity
r 5 fluid density
v 5 angular speed of disk or pump rotation
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Hydrodynamic Design of Pump
Diffuser Using Inverse Design
Method and CFD
A new approach to optimizing a pump diffuser is presented, based on a three-dimensional
inverse design method and a Computational Fluid Dynamics (CFD) technique. The blade
shape of the diffuser was designed for a specified distribution of circulation and a given
meridional geometry at a low specific speed of 0.109 (non-dimensional) or 280 (m3/min,
m, rpm). To optimize the three-dimensional pressure fields and the secondary flow behav-
ior inside the flow passage, the diffuser blade was more fore-loaded at the hub side as
compared with the casing side. Numerical calculations, using a stage version of Dawes
three-dimensional Navier-Stokes code, showed that such a loading distribution can sup-
press flow separation at the corner region between the hub and the blade suction surface,
which was commonly observed with conventional designs having a compact bowl size
(small outer diameter). The improvements in stage efficiency were confirmed experimen-
tally over the corresponding conventional pump stage. The application of multi-color
oil-film flow visualization confirmed that the large area of the corner separation was
completely eliminated in the inverse design diffuser.@DOI: 10.1115/1.1467599#

Introduction
Computational Fluid Dynamics~CFD! has become one of the

most essential tools for optimizing the hydrodynamic and aerody-
namic design of various turbomachines. CFD can predict the oc-
currence of unfavorable flow phenomena, such as flow separation,
as a result of complex interactions between various types of sec-
ondary flow motion and the development of viscous layer under
the influence of an adverse pressure gradient, at least qualitatively.
However, CFD does not directly state what modification of the
blade shape should be made to improve such unfavorable flow
phenomena. Consequently, in spite of the significant advancement
of CFD and enormous amount of information on the flow fields,
the design method of the blade geometry itself still remains very
conventional and relies greatly on empiricism. The conventional
design approach faces difficulty in optimizing blade geometry un-
der the complex three-dimensional~3-D! effects of the flow fields.

Two approaches are possible for optimizing turbomachinery
blade geometry: one based on the iterative use of a CFD code for
different geometry~so-called direct method!, and the other based
on an inverse method whereby the required flow field features are
specified as input and the corresponding blade geometry is calcu-
lated theoretically. A two-dimensional theory of the inverse
method for turbomachinery has found industrial applications for
designing new two-dimensional blade profiles suitable for a cas-
cade@1#. However, the two-dimensional theory has not been truly
useful for designing turbomachinery blades, since even in axial-
flow machines, 3-D effects cannot be ignored.

Hawthorne and his co-workers proposed a practical 3-D theory
for turbomachinery blade design. Hawthorne et al.@2# and Tan
et al. @3# developed an inverse design method based on the use of
Clebsch formulation. Then Borges@4# extended the theory to 3-D
theory for designing incompressible radial-inflow turbines, and
finally Zangeneh@5# extended the theory further for designing
mixed and radial flow turbomachines in a compressible flow. The
inverse design method, however, assumes an inviscid flow, while
the viscous effects dominate the flow fields in the actual machine.
Also, it is not clear what type of flow field feature, specified for
the inverse design, is optimum for a given design specification.

The problems were solved with advances in CFD and computer
hardware. Now, it is easy to numerically simulate 3-D viscous
flow fields to validate and optimize the input for the inverse de-
sign method. Once such optimum input data, having a solid physi-
cal background, is found, then it can be applied to similar designs
of turbomachinery blades. The inverse design method has good
control of 3-D pressure fields and makes it possible to achieve an
innovative design of turbomachinery blades such as to obtain a
high efficiency design, a high suction performance design, and a
very compact design. Zangeneh et al.@6# and Goto et al.@7# ap-
plied the method to a mixed-flow pump impeller to suppress the
meridional component of secondary flows. A complete description
of the methodology to design centrifugal and mixed-flow impel-
lers ~both for pumps and compressors! with suppressed secondary
flows was given by Zangeneh et al.@8#.

In the present paper, a design method, featuring a blade design
based on the 3-D inverse design method and the assessment of
hydrodynamic design based on the 3-D viscous flow calculation
method, was applied to re-design a diffuser pump stage. Figure 1
presents a computational grid used for CFD of a stage flow. The
specific speed of the target pump was 0.109~nondimensional! or
280~m3/min, m, rpm!. Although both the impeller and the diffuser

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 6, 2001; revised manuscript received January 18, 2002. Associate Editor:
B. Schiavello. Fig. 1 Computational grid „Case G…

Copyright © 2002 by ASMEJournal of Fluids Engineering JUNE 2002, Vol. 124 Õ 319

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



were re-designed by the inverse method, the design methodology
was validated mainly for the vaned bowl diffuser in this paper. For
details on the application of the 3-D inverse design method for
impellers, see Zangeneh et al.@8#.

Firstly, the flow fields in a conventional design pump stage
were investigated by a CFD prediction using Dawes 3-D Navier-
Stokes code~Walker and Dawes,@9#!, focusing the flow mecha-
nism leading to the occurrence of a large-scale corner separation
on the hub surface. Then the 3-D inverse design method proposed
by Zangeneh@10# was applied to redesign the diffuser blade and
the validity of the design methodology was confirmed numerically
using the Dawes code. Finally, the performance and the flow fields
of the inverse design pump stage were compared with the conven-
tional design experimentally to confirm the advantages of this new
design methodology.

Numerical Method

Inverse Design Method. The 3-D inverse design method pro-
posed by Zangeneh@5# was used in the present work. In this
potential based method, the flow is assumed to be irrotational and
steady. The blade mean camber surface is represented by a sheet
of vorticity, whose strength is determined by a specified distribu-
tion of bound circulation 2prVu . Here,Vu is a circumferentially
averaged swirl velocity. The effects of the blade thickness are
simply considered as blockage effects in the continuity equation
of the mean flow. The method has been extended by Zangeneh
@10# to include the effects of inlet shear flow, which is important
for the design of diffuser blades receiving non-uniform flow from
the upstream impeller.

The blade shape is determined by integration of a first order
hyperbolic partial differential equation along the meridional pro-
jections of streamlines on the blade surface. An initial value of a
blade shape~a rake angle! along a quasi-orthogonal at the trailing
edge was specified as input in this paper, which is called the
stacking condition.

The input of this design method are~i! blade loading~distribu-
tion of bound circulation 2prVu!, ~ii ! meridional geometry,~iii !
axial and radial velocity distribution at inlet,~iv! rotational speed
v which is zero for a diffuser design,~v! blade thickness distri-
bution, ~vi! blade number, and~vii ! stacking condition. Among
these, the loading distribution is the most important design param-
eter to control 3-D flow fields. The inlet velocity distribution can
be specified on the basis of the CFD prediction for the upstream
impeller. The blade thickness is determined based on the consid-
eration for structural strength. The meridional geometry and the
blade number are specified based on existing knowledge, but they
may be optimized by a systematic survey for the same loading
distribution if necessary. In the conventional design method, the
modification of meridional geometry will also affect the loading
distribution at the same time, even if the blade angle distribution
is kept the same. However, in the inverse design, it is possible to
investigate the effects of the changes in meridional geometry
while keeping the blade loading pattern the same.

In the present design system, the blade loading is specified by
giving the distribution of](rVu)/]m, which is the derivative of
angular momentum (rVu) along the meridional distancem. Figure
2 shows the blade loading parameter](rVu)/]m for the diffuser
Case G~the optimized diffuser case discussed in the following
chapters!. The](rVu)/]m distribution is specified for each of the
casing and the hub surfaces, then therVu distribution is derived
by the integration of](rVu)/]m along the meridional distancem
on hub and casing surfaces. The distribution is defined by a
‘‘three-segment’’ method, which employs a combination of two
parabolic curves and an intermediate linear line. Three design pa-
rameters~connection point locations NC and ND, slope of the
linear line! are used to define the distribution curve. TherVu
distributions in the intermediate part of the blade are obtained by
a linear interpolation forrVu between the hub and the casing.

The design parameter is directly related to the pressure loading
~p12p2: the pressure difference across the blade! through the
following equation for incompressible potential flows, see Zan-
geneh@5# for detail.

p12p25~2p/B!rWmbl]~rVu!/]m. (1)

whereB is the blade number,r is density,Wmbl is the meridional
component of a relative velocity on the blade. The zero values of
](rVu)/]m at m50 ~LE: leading edge! andm51.0 ~TE: trailing
edge! automatically specify the zero flow incidence and the Kutta
condition, respectively. The fore-loaded and aft-loaded designs are
easily achieved by arranging the peak location of](rVu)/]m in
the forepart and in the aft part of the blade, respectively. Control-
ling values of NC, ND and SLOPE can do this very easily.

CFD Method. The CFD code used in the present paper is a
Dawes code for incompressible flow~Walker and Dawes,@9#! and
its extension to a stage version~Goto,@11#!, which solve Reynolds
averaged Navier-Stokes equations using the Baldwin-Lomax tur-
bulence model and Chorin’s method of artificial compressibility.
An inter-row mixing plane model~Denton,@12#! was incorporated
into the stage version between adjacent blade rows to simulate
steady flows within a pump stage having a rotating impeller and a
stationary vaned bowl diffuser. The boundary conditions at the
mixing plane were extrapolated from variations of fluxes at up-
stream and downstream cells, allowing the circumferential varia-
tions of fluxes on both sides of the mixing plane while maintain-
ing the overall conservation of the fluxes across the mixing plane.
For details about the mixing plane model, see Denton@12#.

In order to validate the design for a variety of the blade loading
distribution, the computational grid size for CFD needs to be
minimized to reduce CPU time per design case. A relatively
coarse grid was used in the present paper: the number of the grid
points was typically 58,121 per blade pitch:~pitchwise, stream-
wise, spanwise!5~19, 161, 19!. Additional calculations were car-
ried out using 130,625 grid points for grid dependency tests, and it
was confirmed that the differences in overall performance and the
flow fields were very small. The predicted stage efficiency differ-
ence between these two grid cases was 0.1 points for Case G. The
grid points were clustered near endwalls and blade surfaces to
resolve viscous layer, and the log law was employed to estimate
the wall shear stress. Figure 3 compares the flow pattern on wall
surfaces in the conventional pump diffuser~Case C! between CFD
and experiments, which will be discussed later in detail. It can be
confirmed that the current grid is suitable for capturing the corner
separation in the bowl diffuser that is the most important flow
feature for the present study.

In the performance prediction, the mixing losses downstream
from the diffuser due to the exit swirl and the flow nonuniformity

Fig. 2 Definition of blade loading parameter „Case G…
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were taken into account. For details, see Goto@13#. However, the
effects of leakage flows through wearing rings and balance holes
and the disk friction action on the impeller hub and shroud back
surfaces were neglected, since all these effects are identical for all
design cases and do not affect the relative comparison of pump
performance. The Dawes code has been validated extensively by
Goto @14# for pump impellers, and Goto@11#, Takemura and Goto
@15#, and Goto@13# for diffuser pump stages.

Conventional Design and Discussion

Pump Specification. The model pump is a low-specific-
speed diffuser pump stage with a centrifugal impeller and a vaned
bowl diffuser, see Fig. 3~a!. The conventional diffuser had seven
blades and is designated as ‘‘Case C’’ diffuser. The design speci-
fication was flow rate of 3.3 m3/min and pump head of 8.77 m at
a rotational speed of 800 rev/min, giving a specific speed of 0.109
~nondimensional! or 280~m3/min, m, rpm!. The midspan impeller
outer diameter wasD2m50.328 m, and the design head coeffi-
cient wasC5H/(U2m

2 /g)50.46. Here,U2m5vD2m/2 is the pe-
ripheral speed of the impeller. The diffuser was designed to be
compact and the maximum outer diameter of the diffuser was 1.28
times the outer diameter of the impeller. The reduction of the
outer diameter of the diffuser inevitably increases blade loading
and careful control of the flow fields is required to achieve high
performance.

Conventional Diffuser Design. Conventionally, the 3-D ge-
ometry of a vaned bowl diffuser is designed by specifying blade
angle distribution in the meridional direction, together with me-
ridional geometry of the flow passage. The inlet angle of the blade
is arranged so that the incoming flow from the upstream impeller
matches the diffuser blade. On the other hand, the outlet blade
angle of the blade is arranged at around 90 degrees~in the axial
direction! aiming to reduce the swirl velocity at the diffuser exit.
The blade angle distribution connecting the inlet and the outlet is
designed based on various criteria. Some designer uses a monoto-
nous and smooth curve based on the experience, while another
designer may decide the blade shape based on cascade flow con-
sideration. However, there is no established method to design the
blade shape considering the 3-D pressure fields and related vis-
cous flow phenomena in the bowl diffuser, although the flow is
highly three-dimensional and dominated by complex secondary
flows as will be discussed in the following section. The blade
angle distribution for the conventional diffuser Case C is pre-
sented in Fig. 11.

Experiments and CFD Prediction. The conventional design
pump Case C was manufactured from a block of aluminum alloy
by a five-axis numerically controlled milling machine. The manu-
facturing error was confirmed to be less than 0.2 mm. Then, the
Case C model pump was placed in a closed flow loop consisting
of a 200-mm-dia suction pipe, a 350-mm-dia delivery pipe, a
10.3-m3 reservoir tank, and a return line with a 200-mm-dia mag-
netic flow meter and throttle valves. The rotational speed of the
impeller was 800 rpm, giving a Reynolds number of Re
5U2mD2m /n54.53106. Performance tests were carried out ac-
cording to ISO standards. The uncertainty in performance tests
was evaluated as60.8% for flow rate,60.3% for total pressure
rise, and60.5% for shaft power at the design point. Measured
performance curves are presented in Fig. 16.

To visualize wall surface streamlines, a multi-color oil-film
method, proposed by Goto@11#, was applied. Fluorescent powder,
having three different colors~red, blue, and yellow!, was used as
pigment with oleic acid, turbine oil, grease oil, and kerosene. The
viscosity of the oil-film was adjusted to get a clear picture of the
flow pattern by changing the mixture ratio, depending on local
flow velocity. In the present study, the hub and the casing~shroud!
surfaces were painted with blue oil-film, while the blade suction
and pressure surfaces were painted with yellow and red oil-films
respectively. The flow pattern obtained with the three colors and
the mixed colors is very useful for determining the interaction
between secondary flows, as well as the source of secondary
flows.

Figure 3 compares the results of the multi-color flow visualiza-
tion of diffuser wall surface streamlines with particle path lines
predicted by CFD. Although the flow rate was that for the design
point, a large separation vortex was observed on the hub surface.
In this conventional diffuser, such extensive corner separation was
observed even at 130% of the design flow rate. Figure 4 presents
the velocity vectors predicted by CFD, which shows the detail
secondary flow pattern. The strong cross flow at the diffuser inlet
region, moving from the blade suction surface towards the blade
pressure surface along the hub, was clearly identified as yellow
streamlines on the hub in Fig. 3~b!. The yellow oil-film was origi-
nally painted only on the blade suction surface, and so it is clear
that the cross flow was originated as strong spanwise secondary
flows on the blade suction surface, also see Fig. 4~a!. Conversely,
at the after part of the diffuser, a strong cross flow in the opposite
direction, i.e., from the blade pressure surface towards the blade
suction surface, was observed experimentally~red streamlines on
the hub in Fig. 3~b!!, as well as numerically~Fig. 3~a! and Fig.
4~c!!.

Figure 5 shows the static pressure contours on the blade suction
surface and the total pressure contours on the annular cross-
section at 25%-chord location of the diffuser. Here, the local value
of the static and the total pressure coefficients were defined as
follows:

Pressure coefficient:C5~pressure rise!/~rU2m
2 ! (2)

Static pressure rise coefficient:DCs5Cs2Cs,TE (3)

Total pressure loss coeficient:DC t5C t2C t,TE . (4)

WhereCs,TE andC t,TE are the mass-averaged value of the static
and total pressure at the impeller trailing edge respectively. Low
total pressure fluids, generated in the fore part of the blade suction
surface~Region A in Fig. 5~a!!, were brought into the hub due to
the meridional secondary flows~Fig. 4~a!!. The total pressure loss
became very high in the corner region~Region C in Fig. 5~b!!.
Downstream from this region, the adverse pressure gradient be-
came high in Region B in Fig. 5~a!. The thick viscous layer,
generated by the accumulation of low total pressure fluids in Re-
gion C, is less resistant against the adverse pressure gradient, and
the flow is separated at this corner region.

Fig. 3 Conventional design stage Case C „design point …. „a…
CFD prediction; „b… oil-film flow pattern
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Note here that the static pressure contours are not very smooth
at the inlet part of the diffuser blade, see Fig. 5~a!. This was
caused by the mismatched flow incidence, which must be im-
proved in the redesign of the diffuser blades.

Preliminary Design and Discussion

Effects of Meridional Geometry and Blade Number. As
was described in the previous section, both CFD and experiments
showed the occurrence of major flow separation in the conven-
tional diffuser, which was believed to cause significant reduction
in efficiency. In addition to the redesign of blade shape by the
application of the 3-D inverse design method, two possible mea-
sures were examined. One is the change of meridional configura-
tion, since the diffuser flow passage area of Case C seems to be
expanding too rapidly between the mid-chord and the trailing
edge location, which may cause excessive diffusion of the flow
and flow separation. The other is the increase of the blade number
to reduce the loading per each diffuser blade. Through the detail
investigation using CFD in the following sections, however, it was
clarified that it is not very straightforward to improve the diffuser
flow by these design modifications.

Preliminary Design. The meridional configuration along the
hub surface was modified to reduce the passage area towards the
diffuser exit and also the diffuser blade number was increased
from seven to eight. Then, three diffusers with different blade
shapes were designed to have relatively simple/conventional blade

angle distributions: Cases A, F, and N. Case A represents the aft-
loaded diffuser blade, where the blade-to-blade passage changes
its direction at the after part of the diffuser. The blade angle in-
creases steeply after about 70%-chord location, as shown by
square symbols in Fig. 6. Conversely, Case F represents the fore-
loaded diffuser blade, where the blade angle started increasing
rapidly at around 30%-chord as shown by circles in Fig. 6. Case N
represents the intermediate loading between Cases A and F, and
the blade angle increases rapidly after 50%-chord location. When
the blade angle increases rapidly, the flow turns its direction from
the tangential towards the axial direction. The blade-to-blade
streamline curvature becomes large, which generates a large pres-
sure gradient in the pitchwise direction and the blade loading
across the blade becomes large.

In all cases, the inlet and the outlet blade angles were fixed to
be identical, and the blade thickness distribution was the same.
Based on these blade angle distributions, the 3-D diffuser blade
shapes were generated. The flow fields of these conventional dif-
fusers were then calculated using the stage version of Dawes

Fig. 4 Velocity vectors near blade and hub surfaces of con-
ventional stage Case C at design point

Fig. 5 Static and total pressure fields in conventional diffuser
Case C at design point. „a… Static pressure DCs on diffuser
suction surface; „b… total pressure DC t on quasi-orthogonal
plane at 25%-chord location

Fig. 6 Blade angle distribution of preliminary design cases
having conventional blade angle features
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Navier-Stokes code. Note here that the same impeller, which was
redesigned by the 3-D inverse design method, was used for all
three cases.

Figures 7 and 8 show the numerically predicted velocity vectors
close to the blade suction surface of the diffuser and close to the
hub surface, respectively. In each case, a wide area of reverse flow
was observed on the blade suction surface~Fig. 7!. A huge sepa-
ration vortex was observed in Case F, occupying the whole blade-
to-blade passage in the hub region. As the blade loading was
shifted downstream, the core location of the separation vortex also
moved downstream, and the pitchwise extent of separation was
also reduced. In Case N and Case A, the area of flow separation
was narrower than that in Case F, but it still occupied significant
areas of the flow passages. Although the location and the magni-
tude of the separation vortex were different between Case A, N,
and F, the basic flow structure featuring 3-D flow separation at
hub-suction surface corner was identical.

Figure 9 shows the static pressure contours on the blade suction
surface and the total pressure contours on the annular flow pas-
sage at 59%-chord location for Case N. Basic flow structure is
identical to Case C, see Fig. 5. In all cases presented here, the
corner flow separation in the diffuser passage was caused by the
similar flow mechanism as Case C. Namely, the low momentum
fluid, generated by the high friction at the diffuser inlet, was ac-
cumulated along the corner between the hub and the blade suction
surface~ex. Region C, Fig. 9~b!! due to the secondary flow action.
The thick viscous layer thus formed along the corner separated
when it was exposed to the severe adverse pressure gradient
where the blade started turning more rapidly~ex. Region B, Fig.
9~a!!.

Figure 10 summarizes the numerically predicted overall loss
DC generated between a streamwise location and the pump inlet,
together with the hydraulic efficiencyh of the pump stage and the
pressure recovery coefficientCp for the diffuser in each design
case.

DC5Ce2Cave,t (5)

h5C t,OA /Ce (6)

Cp5~Cs,OA2Cs,TE!/~rVTE
2 ! (7)

Here,Ce is the Euler head generated by the impeller,Cave,t is the
mass-averaged total pressure rise at a streamwise location,C t,OA
is the mass-averaged total pressure rise at diffuser exit including
downstream mixing losses,Cs,OA is the mass-averaged static pres-
sure rise at diffuser exit, andVTE is the area-averaged absolute
velocity at impeller TE.

Fig. 7 Velocity vectors near suction surfaces of conventional
diffusers at design point

Fig. 8 Velocity vectors near hub surface of conventional dif-
fusers at design point

Fig. 9 Static and total pressure fields in conventional diffuser
Case N at design point
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The bar graphs of flow losses show the overall loss and its
components. Here, the losses generated in the flow passage are
classified into the following five components.

• ‘‘Impeller Loss’’-Inlet boundary to impeller TE
• ‘‘Inter Row Loss’’-Impeller TE to diffuser LE
• ‘‘Guide Loss’’-Diffuser LE to diffuser TE
• ‘‘Vm Mixing Loss’’-Downstream of diffuser TE~Mixing loss

due to the flow non-uniformity!
• ‘‘Swirl Mixing Loss’’-Downstream of diffuse TE~Mixing

loss of exit swirl velocity!

In Case F, the majority of the loss was generated inside the
diffuser flow passage, while in Case N the mixing loss down-
stream from the diffuser was highest. The predicted stage effi-
ciency was 84.5% for Case F, 86.4% for Case N, and 84.6% for
Case A. The pressure recovery was highest for Case N, which was
0.647.

It is easily understood that it will be difficult to avoid this type
of flow separation without controlling the pressure gradient and
the secondary flow phenomena. Because of this, the use of an
inverse design methodology considering the 3-D flow phenomena
in the bowl diffuser is worth to be examined. Note here, similar
corner separation is commonly observed in diffuser pumps with
compact machine size or under part-load operating conditions.

Inverse Design Approach and Discussion Based on CFD

Inverse Design Diffuser Case G. It is well acknowledged
that a thick boundary layer is easy to separate when it is exposed
to a high adverse pressure gradient, while a thin boundary layer is
more resistant to the adverse pressure gradient. Under such cir-
cumstances, it is necessary to decelerate the flow as quickly as
possible in the fore part of the flow passage. Such a consideration
is especially important when designing low specific speed diffus-
ers, because the flow coming into the diffuser has a very high
swirl velocity and most of the friction losses are generated in the
fore part of the diffusers. However, careful control of the flow
fields is required to avoid flow separation due to excessive decel-
eration. At the same time, it is important to consider the effects of
the migration of low momentum fluids in the corner region which
is another cause of the corner separation as shown in Case C and
Case N.

A series of diffuser blades was designed using the 3-D inverse
design method with different combinations of loading distribu-
tions between the hub and the casing. Here, the meridional geom-
etry, blade number, and blade thickness distribution for this design
are the same as Cases F, N, and A. The flow was then calculated

using the 3-D Dawes Navier-Stokes code, and overall perfor-
mance and the flow fields were evaluated. The most desirable
loading distribution was found to be a fore loading at the hub, see
Fig. 2. From Eq.~1!, it is clear that the hub is more fore-loaded as
compared to the casing.

The use of the optimized blade loading significantly reduced
the extent of the corner separation. So, the key design aspect is
apparently the optimization of the blade loading parameter. How-
ever, a very small region of corner separation was still observed.

Fig. 11 Comparison of blade angle distribution between con-
ventional Case C and inverse design Case G

Fig. 12 Velocity vectors near blade and hub surfaces of in-
verse design stage Case G at design point

Fig. 10 Comparison of predicted overall performance and hy-
draulic loss analysis at design point
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So, the effects of other design parameters in the 3-D inverse de-
sign were investigated further, and it was found that the small
corner separation could be eliminated by the introduction of a
stacking of 0.15 radians~rake angle! at the trailing edge plane.
Namely, the angular co-ordinate of the trailing edge at the hub
preceded that at the casing by 0.15 radians in the direction of
impeller revolution. This design is designated as ‘‘Case G.’’ The
effects of rake angles are discussed in detail in Appendix.

The blade angle distribution of Case G is compared with that of
Case C in Fig. 11. The blade angle at the hub is greater than that
at the casing in the region ofm,0.4, which reflects the higher
loading in the front part of the blade at the hub side as compared
to the loading at the casing side.

In the following sections, the flow mechanism in Case G, lead-
ing to avoid the corner separation, will be discussed in detail
based on the CFD predictions by Dawes 3-D Navier-Stokes code.

Suppression of Corner Separation. The flow fields in the
inverse design stage are presented in Figs. 12 and 13. The corner
flow separation observed in the conventional stage Case C~and
other conventional diffusers Cases F, N, and A! was completely
eliminated in the inverse design diffuser Case G. Due to the fore
loading at the hub surface, the static pressure contour lines are
more perpendicular to the flow passage~compare Fig. 13~a! with
Fig. 5~a!!. Because of this change in 3-D pressure fields, the sec-
ondary flows, flowing towards the hub surface on the diffuser
blade suction surface, became much stronger than those for Case
C, compare Fig. 4~a! and Fig. 12~a!. The stronger spanwise sec-
ondary flows swept the low momentum fluids away from the cor-
ner region, and the low momentum fluids were accumulated in the
midpitch location~Fig. 13~b!!. The momentum exchange between
the low momentum fluids and the surrounding main flows is more
active in the midpitch location than the same in the corner region,
which contributed to prevent the onset of flow separation. At the
same time, the adverse pressure gradient around the mid-chord
location was reduced~see Fig. 13~a!! by the fore loading at the
hub. Those flow patterns are more resistant to the onset of corner
flow separation.

Pressure Recovery. Figure 14 compares the mass-averaged
pressure rise coefficientsDCs of the different designs. The Case

G diffuser, designed by the 3-D inverse method, shows good pres-
sure recovery with a slight reduction after the 90%-chord location.
The fore-loaded diffuser~Case F! shows a rapid increase of static
pressure in the fore part of the passage, but the rate of pressure
recovery was reduced after 25%-chord due to the occurrence of
the extensive corner separation. No recovery occurred after 70%-
chord. In Case G~and Case FA!, the pressure recovery was sig-
nificantly improved between 20% and 40%-chord due to the sup-
pressed corner flow separation. The aft-loaded diffuser~Case A!
shows very poor pressure recovery in the fore part of the passage
due to the lower blade loading~and the smaller velocity decelera-
tion!. The pressure recovery of Case C was similar to Case F,
which shows the peak value of 0.1 at 69%-chord and then de-
creases toward the diffuser exit. The predicted pressure recovery
coefficient Cp for the conventional design Case C was 0.58 while
it was 0.77 for the inverse design Case G, see Fig. 10.

Overall Efficiency and Loss Components. In Fig. 10, the
predicted overall stage efficiency and the loss components of Case
G are compared to those of other design cases. The loss at each
streamwise location for Case G was significantly reduced from the
same for Case C. Because of this, the predicted stage efficiency of
Case G is 89.0% and was higher than that of Case C by 9.8 points.
The loss inside the diffuser passage~between the leading and
trailing edges! for Case G is higher than Case N. However, the
mixing loss due to the flow non-uniformity in meridional veloci-
ties was reduced from Case N. The improvements in stage effi-
ciency from Case N were 1.7 points for Case G.

Exit Flow Uniformity. Figure 15 compares the velocity ratio
VR defined as VR5Vm,m-ave/Vm,a-ave, here Vm,m-ave represents
circumferentially mass-averaged meridional velocity andVm,a-ave
circumferentially area-averaged meridional velocity. Velocity ratio
VR becomes 1.0 when the flow is perfectly uniform, and it in-
creases as the meridional velocity becomes less uniform. In Cases
A and N, VR is much higher at the hub side region as the sepa-
rated flow region stayed at the hub side, and so the high mixing
loss observed in Fig. 10 was generated mainly in this region.
However, in Case F, the corner separation occurred at a location
much farther upstream, and the separated flow region rolled up
away from the hub surface and finally moved to the casing region
at the diffuser exit. This is why the flow non-uniformity is high at
the casing region in Case F. The flow in Case G is more uniform
throughout the span by the optimized blade loading and the intro-
duction of the stacking effects. The flow in Case C is extremely
non-uniform and VR was as large as 4.5 at the hub side and larger
than 2.5 up to 80%-span location~not plotted in Fig. 15!.

Fig. 13 Static and total pressure fields in inverse design dif-
fuser Case G at design point; „a… Static pressure DCs on dif-
fuser suction surface; „b… total pressure DC t on quasi-
orthogonal plane at 25%-chord location

Fig. 14 Streamwise change in mass averaged static pressure
rise coefficient at design point
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Improvements for Impeller. The impeller for Case G stage
was also re-designed by the 3-D inverse design method. The gain
from the redesign of the impeller by 3-D inverse method is one
third of the overall loss reduction obtained by Case G compared to
Case C, see Fig. 10. The impeller for Case G was designed fol-
lowing the design criteria proposed by Zangeneh et al.@8# to sup-
press meridional component of secondary flow. The results of this
design can be confirmed in Fig. 12~b! which shows suppressed
secondary flows in Case G on the blade suction surface~Region
IV ! compared to the same in Case C presented in Fig. 4~b!. Care-
ful control of the impeller flow and the more uniform flow at
impeller exit reduced the impeller loss~including inter-row mix-
ing loss! by about 40%. Note here, the same re-designed impeller,
with suppressed secondary flows, was used for all numerical cal-
culations for Cases F, N, A, and G.

Experimental Validation

Overall Performance. The inverse design pump Case G was
manufactured in the same manner as conventional Case C, and its
overall performance was measured using the same test loop as
Case C pump testing. Figure 16 compares the measured overall
performance for Case C~Symbols! and Case G~lines!. All data
were normalized by the value at the best efficiency point of Case
C. Significant improvements were obtained in the inverse de-
signed Case G for the flow range below 125% of the design flow

rate. The peak efficiency was improved by 5.3 points. The Case G
impeller was designed by the 3-D inverse design method for the
same Euler head specification as Case C impeller. Because of this,
the shaft power characteristics are identical between Case G and
Case C, except very close to the shut-off condition. So, most of
the improvement in pump efficiency was obtained by the reduc-
tion of the flow losses. Also Case G impeller had limit load char-
acteristics, as was the case for Case C impeller.

Diffuser Matching. The Case G pump achieved peak effi-
ciency exactly at the design point. In the inverse design of Case G
diffuser, the blade loading parameter was specified as zero at the
leading edge as shown in Fig. 2, aiming to impose zero incidence
at the design point. The experimental results show that a zero
value of](rVu)/] m at the leading edge gives the correct match-
ing condition between the impeller and the diffuser. So, the speci-
fication of the impeller-diffuser matching is more straightforward
compared to the conventional method such as adjustment of the
diffuser throat area.

Conventionally, the inflow velocity triangle is assumed and
then the inlet blade angle is decided. However, because of the
circulation around the diffuser blade and the induced tangential
velocity, the flow changes its direction as it comes close to the
blade leading edge and zero incidences cannot be guaranteed.
Conversely, if we specify](rVu)/]m50.0 at the blade leading
edge, then the inverse design will provide exact matching between
the inflow and the diffuser inlet.

Flow Visualization. Figure 17 compares the 3-D representa-
tion of the flow fields for Case G predicted by CFD with the result
of the multi-color oil-film flow visualization of diffuser wall sur-
face streamlines at the design point. The corner separation, ob-
served in conventional design Case C~Fig. 3! was eliminated
completely in the inverse design diffuser Case G. The strong
cross-flow from the blade suction surface towards the blade pres-
sure surface along the hub at the inlet region was clearly identified
as yellow streamlines on the hub in Fig. 17~b!. The cross-flow was
caused by strong spanwise secondary flows on the blade suction
surface, which brought yellow oil-film originally painted only on
the blade suction surface. At the after part of the diffuser, a strong
cross flow in the opposite direction, i.e., from the blade pressure
surface toward the blade suction surface, was observed experi-
mentally, as well as numerically. These two different secondary
flows interacted with each other from the inlet of the diffuser, and
a dividing line was formed along the interaction zone. The loca-

Fig. 15 Exit flow nonuniformity at diffuser trailing edge at de-
sign point

Fig. 16 Comparison of overall performance between conven-
tional design Case C and inverse design Case G

Fig. 17 Inverse design stage Case G „design point …. „a… CFD
prediction; „b… oil-film flow pattern
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tion of the dividing line was close to the pressure surface at the
inlet and moved towards the blade suction surface at the outlet.
This flow pattern was also well predicted by the numerical calcu-
lations, see thick broken line in Fig. 12~c!. Close to the trailing
edge on the suction surface, the numerical calculation predicted a
slightly unstable flow pattern~Region I in Fig. 12~a!!. This phe-
nomenon was also observed experimentally in the form of a weak
vortical motion on the blade suction surface very close to the
trailing edge. In overall, the flow fields in the inverse design dif-
fuser Case G showed significant improvements over the conven-
tional design diffuser Case C.

Concluding Remarks
The predicted flow fields by CFD gives a lot of potentially very

useful information for improving the fluid dynamic design of tur-
bomachines. However, in many cases, it is not very clear what
kind of modification will most effectively improve the flow fields
due to the strong 3-D effects inducing a variety of secondary
flows. Therefore, the design of a flow passage shape or the modi-
fication of an existing one still remains very conventional, de-
pending heavily on the designer’s intuition, empiricism, back-
ground data with a trial and error method. This paper presents a
new design methodology based on the application of a 3-D in-
verse design and its validation by CFD. The effectiveness of this
new approach was proven with the redesign of a pump diffuser,
having a low specific speed of 0.109~non-dimensional! or 280
~m3/min, m, rpm!. The main conclusions are as follows.

• In conventional design diffusers, extensive flow separation
appeared at the corner between the hub and the blade suction
surfaces, which induced a high flow loss inside the diffuser, as
well as a high mixing loss at downstream from the diffuser trailing
edge.

• Such corner separation was suppressed by applying the 3-D
inverse design method using fore loading at the hub as compared
to the casing. The accumulation of high loss fluid in the corner
region was suppressed by the alteration in the static pressure fields
and the resulting change of secondary flows, especially on the
blade suction surface.

• The introduction of the blade lean~by specifying nonzero
stacking at the trailing edge! induced favorable flow pattern,
which brings high total pressure fluids towards the corner region.

• The numerically predicted flow losses and the pressure recov-
ery of inverse design diffuser Case G showed significant improve-
ments over those of conventional diffusers. The improvements of
overall performance and flow fields~suppressed corner flow sepa-
ration! were confirmed experimentally.

• No blade loading, i.e.,](rVu)/] m50, at the diffuser leading
edge ensures the best match between impellers and diffusers.

The validity of this new design methodology, which directly
controls 3-D pressure fields and secondary flows, has already been
confirmed for a wide range of diffuser pump specific speeds. Ap-
preciable improvements in hydraulic performance have been con-
firmed experimentally over conventional designs by using CFD
based state-of-the-art approach.

Appendix
A diffuser blade, having no rake angle at the trailing edge but

with the optimized blade loading~used for Case G design!, was
designed by the 3-D inverse design method. This inverse design
diffuser is designated as ‘‘Case FA.’’ The only difference between
Case FA and Case G is the stacking condition~or rake angle!
specified at the trailing edge plane.

Figure 18 shows the velocity vectors near the blade suction
surface and the hub surface. Because of the blade design by 3-D
inverse design method with optimized blade loading, the major
corner separation was eliminated. So, the inverse design Case FA
showed a substantial improvement in the pressure recovery coef-
ficient of 0.732 and the stage efficiency of 87.9% compared to the

Cases F, N, and A, as shown in Fig. 10. However, a small region
of reverse flows is still observed on the suction surface close to
the exit, see Fig. 18.

As has been described in the present paper, by the introduction
of the staking condition~rake angle! at the trailing edge location,
Case G managed to eliminate the small region of corner flow
separation as shown in Fig. 12. To clarify the effects of the stack-
ing, the total pressure contours on quasi-orthogonal planes are
compared for Case FA and Case G at two different streamwise
locations of 75% and 90% of the meridional chord length in Fig.
19. In Case FA, the major low total pressure fluids were swept
away from the corner due to the spanwise secondary flow from
the casing to the hub in the fore part of the passage~Fig. 19~a!!,
and two regions of low total pressure fluids were formed sepa-

Fig. 18 Velocity vectors of inverse design diffuser Case FA at
design point

Fig. 19 Effects of stacking condition on total pressure distri-
bution Dc t at design point
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rately: one in the corner between the hub surface and the blade
suction surface~Region E!, and the other around the 35%-pitch
location from the blade suction surface at the hub~Region D!. At
the downstream location, these two regions merged into a single
region of low total pressure in the corner region~Region F in Fig.
19~b!!, which forms a small scale corner separation.

The introduction of stacking of 0.15 radians at the trailing edge
affected the blade shape only after the 50%-chord location. Fig-
ures 19~c! and ~d! show circumferentially inclined blade sections
for Case G. The introduction of the stacking mostly affected the
flow fields close to the blade suction surface. In Case G, the high
total pressure fluids were brought into the corner region as can be
observed in Fig. 19~d!, Region H. Because of this flow phenom-
ena, accumulation of high loss fluids and resulting corner separa-
tion were completely avoided in Case G, while small corner sepa-
ration existed in Case FA.

Although the corner separation in Case FA appeared in a very
limited region close to the blade suction surface at the exit, it had
noticeable effects of inducing the mixing loss downstream from
the diffuser trailing edge. As shown in Fig. 10, the loss generated
inside the Case FA diffuser flow passage was identical to the same
in Case G. However, the downstream mixing loss, generated by
the non-uniformity of the meridional velocity and the swirl veloc-
ity, was twice as much as those for Case G diffuser. Figure 15
clearly shows that the flow non-uniformity is much higher in Case
FA than in Case G.

In Fig. 14, the pressure recovery shows a slight reduction after
the 85%-chord location for Case FA diffuser, where the two re-
gions of low total pressure~Fig. 19~a!! merged into a single re-
gion of low total pressure at the corner~19~b!!. The introduction
of stacking for Case G improved the flow fields and the pressure
recovery in this region.

The pressure recovery coefficient and the stage efficiency in
Case FA were 0.732 and 87.9%, and the same in Case G were 0.77
and 89.0%, respectively. So, the introduction of the stacking gave
increase in the pressure recovery coefficient of the diffuser by 3.9
points and the stage efficiency by 1.1 points. Here, the effects of
the stacking were investigated numerically, and experimental vali-
dation is necessary to clarify the actual flow phenomena.
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Hydrodynamic Design System for
Pumps Based on 3-D CAD, CFD,
and Inverse Design Method
A computer-aided design system has been developed for hydraulic parts of pumps includ-
ing impellers, bowl diffusers, volutes, and vaned return channels. The key technologies
include three-dimensional (3-D) CAD modeling, automatic grid generation, CFD analy-
sis, and a 3-D inverse design method. The design system is directly connected to a rapid
prototyping production system and a flexible manufacturing system composed of a group
of DNC machines. The use of this novel design system leads to a drastic reduction of the
development time of pumps having high performance, high reliability, and innovative
design concepts. The system structure and the design process of ‘‘Blade Design System’’
and ‘‘Channel Design System’’ are presented. Then the design examples are presented
briefly based on the previous publications, which included a centrifugal impeller with
suppressed secondary flows, a bowl diffuser with suppressed corner separation, a vaned
return channel of a multistage pump, and a volute casing. The results of experimental
validation, including flow fields measurements, were also presented and discussed briefly.
@DOI: 10.1115/1.1471362#

Introduction

Tremendous development of numerical methods and computer
technology has made Computational Fluid Dynamic technique
~CFD! one of the most essential tools for hydrodynamic design of
pumps. A pump designer can evaluate his design numerically by
CFD in advance of experimental model tests and obtain a signifi-
cant amount of information on 3-D flow fields, which is poten-
tially very valuable to improve the design. The designer tries to
improve his design by changing the blade/passage configuration
based on such information. However, the redesign process for
most of the cases is not very straightforward due to the complex
nature of 3-D internal flow fields. The partial modification of
blade/passage configuration affects the entire flow field.

The 3-D geometry modeling tools using a CAD system, such as
Favre@1#, accelerate the design process to some extent. However,
the fundamental problem for such approaches is the fact that the
way to define the blade/passage shape, such as blade angle distri-
bution between the leading and the trailing edges, relies greatly on
empiricism and the experience/intuition of a talented designer.
Such conventional design approaches face difficulties in improv-
ing pump performance, which is already at high level, or in opti-
mizing the pump configuration for a critical design specification
beyond previous experience. In addition to this, the demands for
supplying a custom pump for minimum cost and minimum time of
delivery are increasing, and the design cycle is required to be
more and more efficient.

In the present paper, a novel design system is proposed to
overcome the above difficulties based on a 3-D inverse design
method, CFD, 3-D CAD modeling, and an automatic grid genera-
tion method. Design examples are given for an impeller blade
with suppressed secondary flows, a diffuser blade with suppressed
corner separation, and a vaned return channel of a multistage
pump, together with some results of experimental and numerical
validations.

Overview of Design System
The new design system consists of two subsystems as shown in

Fig. 1. One is the ‘‘Blade Design System’’ for designing blades or
vanes of impellers/diffusers, and the other is the ‘‘Channel Design
System’’ for designing complex 3-D flow passage such as a volute
casing and a vaned return channel.

The Blade Design System consists of a 3-D inverse design sys-
tem, a 3-D Navier-Stokes flow analysis system, and a 3-D CAD
modeling system. The system starts from the design of meridional
shape of impellers/diffusers using a database. Then the blades are
designed subject to a specified circulation distribution using the
3-D inverse design method proposed by Zangeneh@2#. The com-
putational grids for CFD are generated in a semi-automatic man-
ner employing H-type grids. Finally, the 3-D flow fields within the
impellers/diffusers are analyzed and evaluated by solving Rey-
nolds Averaged Navier-Stokes equations by a Dawes N-S solver
~Walker and Dawes@3#!. For diffuser blades, a stage version of
Dawes code~Goto @4#! is used. In addition to the Dawes post-
processor, the commercial visualization software EnSight is used
and macro commands were prepared to evaluate 3-D flow fields
efficiently in daily design work. The use of this system is suitable

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 6, 2001; revised manuscript received January 18, 2002. Associate Editor:
J. Katz. Fig. 1 Pump design system
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for the systematic design of impeller/diffuser blades with different
meridional shapes and the blade loading distributions, which en-
ables a very rapid optimization of the design parameters. The 3-D
surface modeling of the impeller/diffuser blades was made full
automatic by writing macro commands in the 3-D CAD system.

On the other hand, the Channel Design System consists of a
3-D CAD surface modeling system, an automatic grid generation
system and a 3-D Navier-Stokes flow analysis system. The system
starts from the specification of major design parameters such as
volute cross sections in 2-D form. Next, the 3-D surface model of
the flow channel is fully automatically generated using the cus-
tomized 3-D CAD system, where the CAD surface patches are
systematically pre-arranged to guarantee high grid quality in the
following automatic grid generation process. Then the grids for
CFD calculations are generated fully automatically based on the
Advancing Front Method~Lohner @5#!. The 3-D N-S solver used
in this process employs the solution adaptive technique~Lohner
@6#!, which automatically reduces or increases computational grids
depending on the flow solution during the computation, to mini-
mize the CPU time required for analyzing the flows in complex
3-D flow channels. The Channel Design System has achieved a
drastic reduction in design time, which had been required for the
modeling and the flow analysis of complex 3-D flow channels.

The 3-D blade/channel configuration, generated either by the
inverse design system or the 3-D CAD system, is directly fed into
the solid modeling process using a 3-D CAD system and then
manufactured by Rapid Prototyping~RP! using Laser Stereo Li-
thography~LSL! or Selective Laser Sintering~SLS!. The LSL is
suitable for creating a wax model for precision casting or for
direct manufacturing of stationary parts such as diffusers. The
SLS production system is more commonly used for manufacturing
a model impeller, which can be used directly for water model
tests. Impeller/diffuser models can also be manufactured by using
5-axis numerically controlled milling machine from the 3-D sur-
face models if necessary. When the impeller/diffuser blade prod-
ucts are to be manufactured by a conventional production system,
the drawings of a wooden pattern and a production plan can be
automatically generated from the 3-D surface model by using the
3-D CAD system.

Blade Design System

Inverse Design Method. The 3-D inverse design method pro-
posed by Zangeneh@2# is adopted in the present system. Using
this method, the blades are represented by sheets of vorticity,
whose strength is determined by a specified distribution of bound
circulation 2prVu . Here,Vu is a circumferentially averaged swirl
velocity. The CPU time required to obtain a converged blade
shape is very short, typically a few minutes on a Work Station.
Zangeneh@7# has extended the method to include the effects of
inlet shear flow, which is important for the design of a blade row
receiving a non-uniform inflow. The stability of the inverse design
method has been improved and pre- and post-processors were
developed and integrated into the system.

The inputs of this design method are as follows:

• meridional shape
• loading distribution ~distribution of bound circulation

2prVu!
• rotational speedv, which is zero for a stationary blade
• blade thickness distribution
• blade number
• stacking condition

In the present design system, the blade loading is specified by
giving the distribution of](rVu)/]m, which is the derivative of
angular momentum (rVu) along the meridional distancem. Figure
2 shows the schematic distribution of the blade loading parameter
for an impeller. In the present design system, the distribution of
the blade loading parameter](rVu)/]m is defined by a ‘‘three-
segment’’ method which employs a combination of two parabolic

curves and an intermediate linear line. Four design parameters
~connection point locations NC and ND, slope of the linear line,
and LE! are used to define the distribution curve. The](rVu)/]m
distribution is specified for each of the shroud and the hub sur-
faces, then therVu distribution is derived by the integration of
](rVu)/]m along the meridional distancem on hub and shroud
surfaces. TherVu distributions in the intermediate part of the
blade are obtained by a linear interpolation forrVu between the
hub and the shroud. This ‘‘three-segment’’ method is very useful
as we can define the entire 3-D blade surface with only eight
design parameters. A smooth distribution of hydrodynamic design
parameterrVu guarantees a favorable flow pattern.

The design parameter is directly related to the pressure loading
~p12p2: the pressure difference across the blade! through the
following equation for incompressible potential flows.

p12p25~2p/B!rWmbl]~rVu!/]m

whereB is the blade number,r is density,Wmbl is the blade-to-
blade average of the meridional component of the relative velocity
on the blade. Zero values of](rVu)/]m at m50 ~LE50 at the
leading edge! and m51.0 ~at the trailing edge! automatically
specify the zero flow incidence and the Kutta condition respec-
tively. Fore-loaded and aft-loaded designs are easily achieved by
arranging the peak location of](rVu)/]m in the forepart and in
the aft part of the blade respectively.

It should also be emphasized that a design procedure based on
3-D theory is essential for optimizing the blade shape further be-
yond our current state-of-the-art design. This is true even for axial
flow pumps since the spanwise blade force has large effects on the
3-D pressure fields.

Optimization of Meridional Shape. It can be seen from the
foregoing descriptions that the blade design method is truly in-
verse only in the sense that the final shapes emerge from the
specification of the circulation or blade loading distributions.
Other inputs, including the meridional shapes, are not determined
in an inverse manner; rather, they are supplied from a database of
hydrodynamic design experience for several families of pumps.

However, the important design inputs such as meridional
shapes may be optimized further through a systematic application
of inverse designs and CFD evaluations as follows.
Step A: assumption of the initial meridional shape based on a
database
Step B: a series of inverse designs and CFD calculations to opti-
mize the blade loading for the assumed initial meridional shape
Step C: inverse designs and CFD calculations for a series of modi-
fied meridional shapes with the fixed blade loading distribution
obtained in Step B
Step D: final tuning of the blade loading for the best meridional
shape obtained in Step C

Fig. 2 Definition of blade loading parameter
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CFD Code. The inverse design method, used in the present
design system, assumes a potential flow. So, the important viscous
flow features, such as secondary flows and flow separation, must
be evaluated by the application of CFD codes. The inverse design
method has become a very practical and powerful tool only be-
cause of the recent significant advancement of 3-D viscous CFD
codes.

The CFD code used in the blade design system is a Dawes code
for incompressible flow~Walker and Dawes@3#!, and its stage
version developed by one of the authors~Goto @4#!, which solve
Reynolds Averaged Navier-Stokes equations using the Baldwin-
Lomax turbulence model and the Chorin’s method of artificial
compressibility. In the stage version, an inter-row mixing plane
following Denton’s model@8# was incorporated between adjacent
blade rows to simulate steady stage flows having a rotating impel-
ler and a stationary vaned diffuser. The Dawes code has been
validated extensively by Goto@9# for pump impellers and by Goto
@4#, Takemura and Goto@10#, and Goto@11# for diffuser pump
stages.

Based on the CFD prediction of impeller/stage flows, the fol-
lowing items are evaluated.

• Euler head~work input!
• impeller and stage efficiency
• suction performance~minimum pressure in impeller!
• impeller stall characteristics~onset of inlet recirculation!
• diffuser stall characteristics~onset of corner flow separation!
• velocity distortion at impeller/diffuser outlet
• secondary flows and other internal flow fields

Here, the stage efficiency is calculated including the mixing losses
downstream from the stage exit due to exit swirl and flow non-
uniformity. For details, see Goto@11#.

Blade Design Examples

Impeller Design With Suppressed Secondary Flows. It is
well acknowledged that the secondary flow phenomena in an im-
peller have important effects on the efficiency and stability of the
impeller. In addition to this, the secondary flow has dominating
influence on the generation of the exit flow non-uniformity~so-
called ‘‘jet-wake’’ flow pattern! and affects the performance and
stability of the downstream diffuser. The secondary flows on blade
suction surfaces are important, since the boundary layers are
thicker on the suction surfaces than on the pressure surfaces.
However, the design procedure to control secondary flows has not
been established until very recently due to the complex three-
dimensionality of the pressure fields. Zangeneh et al.@12# pre-
sented a logical method based on 3-D inverse design to suppress
meridional secondary flows within centrifugal and mixed-flow im-
pellers, which is briefly described here.

Figure 3~a! shows the flow pattern in a conventional impeller
having a typical blade angle distribution which connects the inlet
and exit blade angles by smooth monotonous curves. Strong span-
wise secondary flows were clearly observed, which were gener-
ated by the reduced static pressure gradient between the hub and
the shroud. Because of this, the exit flow nonuniformity became
very high as shown in Fig. 4~a!.

The secondary flow control by the 3-D inverse design method is
rather straightforward as we can easily control the pressure fields
by controlling the blade loading parameter](rVu)/]m. Namely,
the shroud was fore-loaded while the hub was aft-loaded to reduce
the spanwise pressure gradient between the shroud and the hub in
the aft part of the impeller suction surface. Figures 3~b! and 4~b!
present the flow fields in the inverse design impeller, where well
suppressed secondary flows and the more uniform exit flow pat-
tern are confirmed. The blade angle distribution between these
two designs is very different, and it can be confirmed that the
conventional design practice of using smooth blade angle distri-
butions does not necessarily guarantee good flow fields. This fact

clearly demonstrates the importance of carrying out the blade de-
sign based on the hydrodynamic design parameter and not the
geometric design parameter.

Diffuser Design With Suppressed Corner Stall. The hub
surface of a vaned bowl diffuser can be highly loaded when the
outer diameter of the diffuser is made compact. Under such situ-
ation, the optimization of blade shape is extremely important to
avoid a large-scale flow separation along the corner region be-
tween the diffuser blade suction surface and the hub surface. Goto
and Zangeneh@13# presented a design procedure for diffuser
blades using the 3-D inverse design method, which is briefly de-
scribed here.

Figure 5 presents the results of CFD prediction of stage flows
for a conventional diffuser pump stage with low specific speed
~280 @m, rpm, m3/min#! and the multi-color oil-film flow pattern
within the vaned bowl diffuser part. Due to the spanwise pressure
gradient on the diffuser blade suction surface at inlet, the spanwise
secondary flows were generated towards the hub surface. At the
same time, on the hub surface, the secondary flows towards the
blade suction surface were generated due to the blade-to-blade
pressure gradient. Because of these two types of secondary flows,
the low momentum fluids were accumulated in the hub/suction
surface corner region. The adverse pressure gradient is also high
in this region and a large-scale corner flow separation occurred
around the middle part of the hub surface.

In the inverse design case, the hub surface was fore-loaded
while the shroud surface was aft-loaded. The spanwise secondary
flows were enhanced at the inlet part of the diffuser blade suction
surface, and the accumulation of low momentum fluids in the
corner region was prevented and also the adverse pressure gradi-

Fig. 3 Velocity vectors on blade suction surface. „a… Conven-
tional design; „b… inverse design

Fig. 4 Velocity contours at impeller trailing edge. „a… Conven-
tional design; „b… inverse design
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ent around the middle part of the hub surface was reduced. Be-
cause of the optimized 3-D pressure fields, the corner flow sepa-
ration had been completely eliminated as shown in Fig. 6.

Inverse Design Process and Its Application to Series Devel-
opment. The above described design guidelines for controlling
impeller secondary flows and suppressing diffuser corner stall can
be widely applied to improve the performance of mixed-flow dif-
fuser pumps. They are also very effective to make more compact
machine size with high efficiency. The wide applicability of the
design guidelines is because the principal design parameter of the
Blade Design System is a hydrodynamic parameter~blade load-
ing! and not a geometrical parameter. The design process will
proceed as follows:

Step 1: calculation of design specific speed for a given design
specification~flow rate, pump head and rotation speed!

Step 2: selection of meridional shape for the design specific
speed using a database of hydrodynamic design experience

Step 3: calculation of required Euler head based on design
pump head and estimated hydraulic efficiency

Step 4: inverse design of impeller blades using fore loading at
the shroud and aft loading at the hub for the specified inlet swirl
~typically zero! and the required Euler head

Step 5: CFD of the impeller and its evaluation~such as flow
fields, impeller efficiency, minimum pressure etc.!, and go back to
Step 4 or Step 2 if necessary

Step 6: modeling of impeller exit flows for using it as an inlet
boundary condition in the diffuser design

Step 7: inverse design of diffuser blades using fore loading at
the hub and aft loading at the casing for the specified inlet bound-
ary condition and the exit swirl~typically zero!

Step 8: CFD of the stage flow and its evaluation~diffuser flow
fields, stage efficiency, etc.!, and go back to Step 7 or Step 2 if
necessary

Using the Blade Design System, several pump series have been
developed for different applications such as diffuser pumps, non-
clogging impellers, and multistage pumps. For the series develop-
ment, all of the design parameters such as meridional shape and
the blade loading parameters are defined as functions of a design
specific speed of the pump. So, once such a pump series is estab-
lished, a high performance pump can be designed very quickly for
an intermediate design specific speed, see Sakurai et al.@14# for
detail. Figure 7 shows an example of a diffuser pump series with
medium compactness. If we have three different pump series hav-
ing different characteristics, for example, then we can cover a
wide range of customers’ requirements. The new concept of series
development based on the inverse design method enables the
‘‘mass customized’’ design of pumps.

Fig. 5 Conventional design stage. „a… CFD prediction; „b… oil-
film flow pattern

Fig. 6 Inverse design stage. „a… CFD prediction; „b… oil-film
flow pattern

Fig. 7 Diffuser pump series „Ns800:specific speed of 800 †m, rpm, m 3Õmin ‡…. „a… Ns280; „b… Ns800;
„c… Ns1350
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Channel Design System

Geometry Modeling Process. The geometry of an ordinary
blade to blade passage can be defined precisely enough using a
combination of 2-D curves such as meridional lines and blade-to-
blade lines on several stream surfaces. They are easily defined by
the inverse design process and are fed to CFD process almost
automatically. However it is difficult to define some complicated
passage geometry in pumps such as a volute casing and a vaned
return channel by only using 2-D curves. Conventionally, hydrau-
lic designers define such geometry using 2-D drawings, which
consist of axial projection, meridional figure and a few principal
cross section figures. In these 2-D drawings, the precise 3-D sur-
face of the channel cannot be defined perfectly. Because of this,
some geometrical patchwork or even some geometrical modifica-
tion is necessary in the following manufacturing process. On the
other hand, if we use modern 3-D CAD software, any complicated
geometry can be defined manually by using surface modeling
functions or solid modeling functions. However, it still takes a few
hours or days of designers’ time.

In the present Channel Design System, complicated geometry is
defined using 3-D CAD surface modeling function. The 3-D sur-
face of the objective geometry consists of many surface patches.
The patch topology is well arranged to guarantee the easy auto-
matic grid generation for CFD and the easy manufacturing in the
following process. This patchwork process is standardized and
imported to a commercial 3-D CAD system as a user’s function.
Designers specify major design parameters only as seen in the 2-D
drawing. These data are input to the 3-D CAD system, then the
surface model of objective geometry is generated automatically by
the 3-D CAD system in less than 10 minutes. This automatic
patchwork process has been developed for vaned return channels
of multi-stage pumps and volute casings.

Here, the design example is presented briefly for a vaned return
channel of a multi-stage pump. The objective vaned return chan-
nel consists of a vaned diffuser section, a U-bend section and a
deswirl vane section. The U-bend section connects the diffuser
vane section and the deswirl vane section, forming a continuous
return channel passage as shown in Fig. 8. A designer defines 4
corner lines for the diffuser vane section and also 4 corner lines
for the deswirl vane section. These lines are defined as the coor-
dinates of point series over corner lines as shown in Fig. 9. It is
also possible to generate the vane geometry by the application of
the Blade Design System using the 3-D inverse design method.
Some additional 2-D information for the U-bend section, which
defines the channel configuration viewed from the radial direction,
is also required. These data are input to the 3-D CAD system, then
the surface model is generated fully automatically as shown in
Fig. 10.

A similar system has been developed for the volute casing de-
sign. Here, a designer as shown in Fig. 11~a! defines the plan view
and some cross sections. Then the surface model is generated fully
automatically as shown in Fig. 11~b!. It should be noted here that
the fillet around a root of the volute tongue is modeled exactly.

CFD Process. In CFD analyses, a commercial code, PAM-
FLOW is applied. PAM-FLOW is based on Lohner’s research and
is a finite element method solver for 3-D turbulent flows with
tetrahedral grids and H-refinement~Lohner@6#!. The PAM-FLOW
preprocessor has an automatic grid generation function based on
the advancing front method~Lohner @5#!.

The surface model of the objective channel is output in PAM-
FLOW native format. After some manual cleaning of geometry
data by using the PAM-FLOW preprocessor, tetrahedral grids are
generated automatically within about 10 minutes. It is necessary
to survey surface grids by an operator, because highly skewed
grids are generated in some cases. In that case the operator has to
modify patch topology manually and also control parameters for
grid generation to achieve high quality grids in the whole compu-

Fig. 8 Vaned return channel of multi-stage pump

Fig. 9 2-D information of vaned return channel

Fig. 10 3-D surface model on vaned return channel. „a… Gen-
erating surface patch; „b… final surface patch
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tation domain. It takes 3 to 4 hours for all of these cleaning and
grid generation processes. It is much less than the time that is
consumed in fully manual grid generation.

After the grid generation, CFD computation is carried out. Inlet
boundary conditions are derived from the exit flow of impeller
CFD results. PAM-FLOW has an H-refinement function for solu-
tion adaptation. Computational grids are refined or coarsened de-
pending on the computed results. Even if the initial grids are
coarse, accuracy can be increased by grid refinement without
much increase in CPU time. Coarse grids after refinement are
shown in Fig. 12. In some cases, refined results with initially
coarse grids slightly differ from the results with initially fine
grids without refinement. If the designer has time, refined compu-
tation with an initially fine grid is recommended. Typical CFD
calculations take 5 to 15 hours of CPU time on FUJITSU VXE
super computer. Computed results are evaluated by using the
PAM-FLOW post-processor and commercial visualization soft-
ware EnSight.

By summing the time for geometry modeling and CFD, it can
be said that the channel design process can be accomplished in
one day.

Channel Design Examples
Experimental validation for a vaned return channel of a multi-

stage pump is discussed briefly. For the precise measurements, a
model pump test rig was constructed. Flow field measurements
such as total pressure, wall static pressure and channel outlet ve-
locity measurements were carried out. Some flow visualization
techniques were also applied. For evaluation of the computed flow
fields some cross sections were set in the computation domain and
mass-averaged total pressure was calculated. The location of total
pressure probes and cross sections for total pressure averaging are
shown in Fig. 13. From the flow visualization using tracer par-
ticles ~ion exchange resin particles!, the flow separation is ob-
served at the diffuser section as shown in Fig. 14~a!. This separa-
tion was also predicted by CFD as shown in Fig. 14~b!, and it is
extended to the suction side of the deswirl vane. Total pressure
results are shown in Fig. 15. Both experimental and computed
results and also mass-averaged total pressure at each cross section
are plotted. A discrepancy between measured and computed total

Fig. 11 3-D CAD modeling of volute casing. „a… 2-D informa-
tion; „b… 3-D surface model

Fig. 12 Automatic grid generation „after refinement …

Fig. 13 Vaned return channel and measurement locations

Fig. 14 Flow pattern in diffuser part. „a… 3-D flow visualization;
„b… particle path lines by CFD
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pressures can be seen at the diffuser section. This discrepancy
may be caused by insufficient accuracy to predict the extent of the
separated region in the computation. At other channel sections,
measured and computed results of total pressure show good agree-
ment. From the averaged total pressure a designer can find the
region where a large amount of flow loss is generated. This infor-
mation is very useful for design improvements. For more detailed
information about this validation work see Nohmi and Goto@15#.

Concluding Remarks
A computer-aided design system for pumps has been developed

on the basis of the 3-D inverse design method, the automatic grid
generation method, 3-D CFD analysis, and 3-D CAD modeling.
The design system is directly connected to a rapid prototyping
production system and a flexible manufacturing system composed
of a group of DNC machines and has been operated for actual
daily design work. The use of this novel design system leads to a
drastic reduction of the development time of hydrodynamic design
of pumps having high performance, high reliability and innovative
design concepts.

The key aspect of this new design system is the efficient and
systematic optimization of the principal design parameters. In
Blade Design System, for example, the inverse design method
enables the evaluation of twenty design cases per day, which can
bring a drastic change in the design work. It is true that we still
need a lot of experience to find the optimum meridional shape, the

optimum loading distribution etc. However, the strength of using
the 3-D inverse design method is the fact that it is easy to apply
established design strategy, such as secondary flow control, to
other similar designs and to construct more systematic and uni-
versal design know-how. This has become possible because the
principal design parameter~blade loading! is a hydrodynamic pa-
rameter having a more universal nature. It is useful to pay serious
attention to the design know-how of our predecessors since we
can integrate it into the present new design system in a more
logical way, which in turn reduces development costs and accel-
erates further improvements of the design.
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Fig. 15 Total pressure change in vaned return channel
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Hydraulic Axial Thrust in
Multistage Pumps—Origins and
Solutions
In this paper, axial thrust problems of multistage pumps are presented. The entire inves-
tigation has been focused on the pump design concept having all impellers in series
(facing in one direction) and is valid for barrel casing type as well as for segmental type.
The major part of the investigation has been experimental on one stage testing arrange-
ment, using also Laser Doppler Anemometry (LDA) for determination of fluid rotation in
the impeller side chamber. Numerical flow analysis (NFA) has been applied for some flow
variants in order to verify whether a numerical approach could simulate the test results.
The phenomenon of fluid rotation in side chambers and its effect on impeller hydraulic
axial thrust have been determined for different leakage flow regimes. The influence of
increased wear ring radial clearance on axial thrust has been analyzed together with the
solutions for pump hydraulic axial thrust reduction.@DOI: 10.1115/1.1454110#

Keywords: Multistage Pump, Axial Thrust, Impeller Side Chamber, Fluid Rotation, Static
Pressure Distribution

Introduction
High head multistage pumps play an important role in systems

where the need for high reliability is vital. For the proper and
economical design of axial thrust bearings, together with the hy-
draulic balancing devices, extensive knowledge of the origin of
hydraulic axial thrust is essential. The problems become even
more demanding when increased pump power concentration and
frequent off-design operation are required.

A typical multistage pump design with barrel casing is shown in
Fig. 1. Hydraulic axial thrust on the impellers is primarily bal-
anced by the balancing piston, with the rest of the thrust loaded on
the axial bearing. The other possibility for balancing axial thrust
when all impellers are in series is with a balancing disk or a
combination piston/disk.

Many authors@1–4# have given a lot of thought to this subject
in the past. It is already known that the flow in the gaps between
impeller and casing wall influences the pressure distribution on
the impeller front and back shroud to a great extent. Flow in the
impeller side chambers is turbulent with separate boundary layers.
Within the flow in the peripheral direction, the core layer is
formed between the impeller shroud boundary layer and casing
wall boundary layer. This fluid rotates in the same direction as the
impeller but with reduced angular speed. Within the flow in the
radial direction, the impeller shroud boundary layer flow is radi-
ally outwards, in the casing wall boundary layer it is radially
inwards, and in the core layer there is no radial flow.

For the type of multistage pump under consideration, the flow
regimes in side chambers of normal impeller stages are different
from that in the last impeller stage~Fig. 1!. At all of the impeller
front shrouds, the direction of flow in the side chamber is radially
inwards. At the impeller back shrouds in normal stages, the flow
direction is radially outwards, while in the last stage it is inwards,
up to the piston gap entry. The leakage quantity is also increased
compared with normal stages. The quantity of flow in the impeller
side chambers changes with the pump operation regime, and
grows even more over time due to increased radial clearances in
wear rings and piston labyrinths.

The investigation has been focused on the following:

• to clarify in greater detail the flow field in the impeller side
chambers,

• to investigate the possibilities for hydraulic axial thrust re-
duction without essential changes in the pump design and
efficiency,

• to reduce the sensitivity of hydraulic axial thrust to increased
wear ring radial clearance.

The major part of the investigation has been experimental, car-
ried out on a test pump arrangement. Parallel with testing, a nu-
merical flow analysis for impeller side chambers has been worked
out as well. The main contribution of the paper is to show the
possibility that with simple measures the fluid rotation in the im-
peller side chambers can be affected and consequently the hydrau-
lic axial thrust can be reduced.

Experimental Investigation and Test Results

Description of Testing Arrangement. A series of tests was
carried out on the testing arrangement, which consisted of one
separate stage of a multistage pump. The bearing bracket was
designed to enable hydraulic axial thrust measurements using cali-
brated strain gauges. The dimensions of the impeller side chamber
can be altered and the flow in the side chamber can be changed in
direction and magnitude as well~Fig. 2!. The leakage fluid injec-
tion was performed by an auxiliary system, which consisted of a
circulating pump, valve combination, and flowmeter.

Tests were performed in the pump test rig in a closed system.
Pump flow rate was measured by a calibrated orifice plate, and all
pressures by absolute or differential pressure transducers. The cas-
ing wall of the impeller side chamber was built of a transparent
material in order to enable measurements of velocity distribution
by the LDA method~Laser Doppler Anemometry!. The device has
an argon-ion laser with an exit power of 4W and Bragg’s cells
with carrier frequency of 40 MHz. A separate lens system con-
nected by a fiber optic cable was used in order to ensure simple
and accurate positioning of laser beam cross-sections in the axial
and radial directions. The measuring volume was 0.1 mm in di-
ameter and 1.0 mm in length.

The basic geometrical parameters of the tested pump can be
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seen in Fig. 3. Radial clearancesA and B between impeller and
diffuser and overlappingUe have been designed according to
EPRI recommendations@5#.

The rotational speed of the tested pump was on a level which
assures turbulent flow with separate boundary layers in the impel-

ler side chamber (Re53.8.106). The definition of Re number is,
due to possible comparison, the same as that used by Daily and
Nece@1# and Senoo and Hayami@6#.

The specific speed of the tested pump is nq 22~nsUSA 1135!,
and the dimensionless characteristics are shown in Fig. 4. Mea-
suring inaccuracies of experimental work were the following:
pump flow rate60.5%, leakage flow rate60.6%, pump head and
static pressures60.3%, pump efficiency60.7%, velocities in side
chamber62%, hydraulic axial thrust64%.

Test Results—Static Pressure Distributions. Static pres-
sures were measured on the casing wall at 6 different radial posi-
tions. This gives a sufficient amount of data for the correct deter-
mination of the pressure distribution in the entire impeller side
chamber. The most important parameter, which affects the static
pressure distribution, is the flow in the impeller side chamber. In
Fig. 5 the pressure distributions are shown for the pump flow rate
Qopt and impeller central position relative to the diffuser. It can be
seen that the pressure distribution is greatly influenced by the
quantity and direction of flow in the side chamber through the
complete impeller periphery. The influence ofqL is the lowest at
the outer impeller side chamber perimeter and increases in the
radial direction toward the impeller wear ring. Measured pressure
distributions, especially at leakage flow regimes1qL , differ
greatly from the pressure distribution, presented by Stepanoff@7#,
which has been taken in the past as the basis for hydraulic axial
thrust determination.

Fig. 1 Multistage pump with barrel casing

Fig. 2 Testing arrangement, pump specific speed nq 22 „nsUSA
1135…

Fig. 3 Geometry of tested pump

Fig. 4 Dimensionless pump characteristics

Fig. 5 Static pressure distributions for different leakage flow
conditions
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As the static pressure at the impeller exit is changed, according
to the pump operating regime, pressure levels and internal flows
in the impeller side chambers~Fig. 6! are also influenced. An
impact from eventual flow recirculation in the area of the impeller
exit/diffuser inlet was not observed in the impeller side chamber.
This can be explained by the fact that the main impeller passages
and side chambers are sufficiently separated by throttling via
small radial clearanceA and overlappingUe . This also accounts
for the fact that at part flows, no significant instability can be
observed in the measured hydraulic axial thrust. Similar conclu-
sions can also be found in Makay and Barrett@8#. Additional test
results about the influence of gap A and overlappingUe on pump
characteristics are presented in Gantar et al.@9#.

Test Results—Velocity Distributions. The velocity distribu-
tion in the impeller side chamber has been measured by a two-
component LDA measuring system. The method used is contact
free and does not disturb the flow field in the measured area.
Peripheral and radial velocity components were measured in the
impeller side chamber at six radial positions. At each radial posi-
tion, 10–15 measuring points have been taken through the side
chamber width. The main goal of this measurement is to deter-
mine the peripheral velocity component of the core layer in the
impeller side chamber and its distribution in the radial direction.
In Fig. 7 the peripheral velocity component is shown for different
relative leakage flowsqL . When the leakage flow direction is
radially outwards, the rotation of the core layer is lower and op-
posite to that of the inward leakage flow direction. This result

matches logically with static pressure test results~Fig. 5!. Al-
though at the outer impeller side chamber perimeter the peripheral
velocity component is dependent on the direction and quantity of
relative leakage flowqL , the difference increases radially toward
the impeller wear ring. We can summarize that the fluid rotation in
the core layer is dominant for the pressure distribution on the
impeller front and back shrouds, and consequently, for pump hy-
draulic axial thrust.

Numerical Flow Analysis
Varied software for numerical flow analysis is available and its

application in the field of hydraulic machinery is almost a stan-
dard tool. In this investigation a three-dimensionalk-« turbulent
code named Tasc-flow has been used, which is second-order ac-
curate in space. The main goal of the NFA was to determine
whether the numerical approach could satisfactorily simulate the
test results. Due to simplification the flow analysis has been done
for impeller side chamber flow separately, uncoupled from the
main impeller flow.

Several flow conditions were analyzed and the results give a
clear and detailed picture of the velocity and pressure distributions
in the impeller side chamber. In Fig. 8 the velocity profiles are
shown in the peripheral and radial directions. Two separate
boundary layers with a central core layer can be observed. The
calculated velocity distribution of the core layer matches well
with LDA test results. An example is shown in Fig. 8 for the
regime2qL .

The static pressure distribution in the side chamber is an impor-
tant factor when judging the usefulness of NFA for hydraulic axial
thrust prediction. In Fig. 9 the comparison of measured and cal-
culated static pressure distributions are shown. Matching is satis-
factory and confirms the usefulness of NFA for pressure distribu-
tion calculation of different geometries of impeller side chambers
in order to optimize the pump elements in conjunction with axial
thrust balancing system.

It has to be stated that the important factor for realistic NFA
results is the introduction of proper boundary conditions at the
outer impeller periphery. This means application of the circumfer-

Fig. 6 Static pressure distributions for different pump flow
conditions

Fig. 7 Measured peripheral velocity component in the middle
of impeller side chamber width

Fig. 8 Calculated velocity distributions by NFA at diameter ra-
tio D ÕD2Ä0,63
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ential velocity component as well as the basic static pressure in
gapA for both directions ofQL . The following boundary condi-
tions were applied at gapA:

• velocity direction: ratio between axial and peripheral velocity
component-1:20, radial velocity component-zero,

• flow rate: calculated from relative leakage flow rate for three
conditions (qL512,2%,0%,22,2%), and

• average static pressure: measured values from the tapping in
the vicinity of gapA.

Impeller shroud and casing wall roughness have to be taken
into account when defining wall function in the NFA~logarithmic
wall function, roughness: equivalent sand grain 2.1025!. The nu-
merical model used was axisymmetric with approximately 25,000
nodes. Computational time for one leakage flow variant on a PC
computer with a 450 MHz processor and 512 MB RAM was
about 60 minutes. Criteria for maximum residual level were
ERTIME51023.

Fluid Rotation in Impeller Side Chamber
Velocity profiles measured via LDA in the core layer of the

impeller side chamber~shown in Fig. 7! were recalculated into the
form of relative fluid rotationk. Relative fluid rotation in the core
layer is the ratio between the angular velocity of fluid and the
angular velocity of the impeller:k5b/v. In Fig. 10, relative fluid
rotation is presented, based on measurements in the core layer for
different leakage flow quantities and directions. It can be noticed
clearly that at constant relative leakage flowqL , the relative fluid

rotationk changes with the radial position in the side chamber. At
the outer impeller side chamber perimeter the influence of leakage
flow on fluid rotation is smaller, and increases radially inwards.
Inward leakage flow increases fluid rotation; the opposite is valid
for outward leakage flow.

When the distribution in the radial direction of relative fluid
rotation in the impeller side chamber is compared to static pres-
sure distribution~Fig. 5!, it is then obvious that the pressure
changes at different leakage flows resulted from differences of
fluid rotation in the core layer. Another important conclusion can
be derived from the above stated results as well. In order to alter
the pressure distribution and accordingly the hydraulic axial thrust
on the impeller, the fluid rotation of the core layers in the side
chambers~gapsE andF in Fig. 3! has to be changed artificially.

Measures for Hydraulic Axial Thrust Reduction
The main part of the total hydraulic axial thrust in a multistage

pump is generated in the normal stages, where the leakages in the
impeller front and back shroud side chambers flow in opposite
directions~Fig. 1!. The idea of axial thrust reduction is to increase
fluid rotation on the back shroud side chamber and to decrease it
on the front shroud side chamber. Efforts to alter fluid rotation
should be achieved by means that do not have a significant nega-
tive effect on pump characteristics, especially on the pump
efficiency.

Series of tests were carried out on the testing arrangement, Fig.
2. The Fluid Rotation Increaser~FRI! and the Fluid Rotation De-
creaser~FRD! were built into the impeller side chamber, Fig. 11.
The FRI is effective for outward leakage flows and the FRD for
inward flows. Results are shown in Figs. 12 and 13. The FRI
consists of numerous radial ribs, located at the outer side of the
impeller back shroud~at inner side chamber perimeter! and rotates
together with the impeller. As expected, the FRI produces the
highest additional fluid rotation at the wear ring area, and the
effect decreases toward outer impeller side chamber perimeter
~see effect on static pressure in Fig. 12!. No effect on pump effi-
ciency has been observed due to the introduction of the FRI. This
can be explained by the following facts:

• for the leakage flow direction radial outwards the FRI repre-
sents a simplified small impeller, acting in the same direction
as the main impeller, and

• disk friction losses are smaller at higher fluid rotation, ac-
cording Senoo and Hayami@6#.

An effective FRD is type 2, which causes a considerable pres-
sure increase in the impeller side chamber at the inner area and a

Fig. 9 Comparison of calculated and measured static pres-
sure distributions

Fig. 10 Relative fluid rotation in the impeller side chamber

Fig. 11 Execution of FRI, FRD and MRBwr on one stage test
arrangement
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corresponding impeller axial thrust reduction~see effect on static
pressure in Fig. 13!. The FRD2 consists of numerous stationary
radial ribs, located at the outer corner of the impeller side cham-
ber. The negative aspect of the FRD2 is an efficiency reduction of
about 1% atQopt due to additional mixing losses in the FRD area.

The FRI and FRD have to be installed on all stages of a mul-
tistage pump. They can be cast together with impeller~FRI! or
inter-stage casing~FRD!. In order to obtain the maximal effective-
ness on fluid rotation in the impeller side chambers, the design
and execution of FRI and FRD should be studied in greater detail.

Effect of Increased Wear Ring Radial Clearance
During pump operation the radial clearances on impeller wear

rings can increase. How rapidly the clearances increase depends
on modes of operation, fluid properties, solid contents, material of
rings, speed of rotation, etc. According to API 610/8 the pump
elements~balancing device with thrust bearing! should be sized
for continuous operation, when all loads should be defined at de-
sign internal clearances and at two times as much design internal
clearances.

With wear of the radial wear rings, the volumetric losses and
consequently leakage flowsQL in both impeller side chambers
increase. The pressure distribution on both impeller sides is
changed, as schematically shown in Fig. 14 for a normal stage
impeller. The increased radial clearance causes hydraulic axial
thrust on the front shroud to decrease, while on the back shroud it
increases; consequently, axial thrust on the impeller increases.

We were looking for a solution to this problem of wear rings,
which would result in lower changes of leakage flow with in-

creased wear. This would have a positive effect on axial thrust as
well as on pump efficiency. The main efforts have been focused
on a design variation, which has a high pressure loss factor also at
increased radial clearances. A solution applied is called Multi Ra-
dial Bore wear ring~MRBwr!, shown in Fig. 11. The outer wear
ring dimensions are the same as a classical plain ring, but addi-
tional radial openings~cavities! were machined. The principle is
similar to honeycomb wear rings; however, the number and shape
of radial cavities is different. On the basis of the results from
Childs et al.@10# it can be concluded that an additional positive
effect of the MRBwr is improved pump rotordynamic behavior
due to changed stiffness and damping coefficient.

Modified Multistage Pump Design
Based on the results of the above described investigation a

modified pump design was worked out and tested. This design
includes the installation of FRI2 on all impeller front side cham-
bers and the installation of MRBwr on all impeller front and back
wear rings. The positive effect of FRI is reduced hydraulic axial
thrust, and of MRBwr lower sensitivity of axial thrust and effi-
ciency on increased wear ring radial clearance. The effectiveness
of FRI and MRBwr was verified on a three-stage pump con-
structed with the same impeller/diffuser elements as shown in
Figs. 2 and 3. Results are presented in Fig. 15 and are summarized
in Table 1 as a comparison between the modified design and the
classic multistage pump design.

There are several advantages of the modified design:

Fig. 12 Effect of FRI on static pressure distribution

Fig. 13 Effect of FRD on static pressure distribution

Fig. 14 Schematic pressure distributions on back and front
shroud-normal stage impeller

Fig. 15 Effect of modified pump design on hydraulic axial
thrust of three-stage pump
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• lower hydraulic axial thrust,
• smaller increase of axial thrust at twice the normal wear ring

clearances,
• smaller efficiency drop at twice the normal wear ring clear-

ance,
• improved rotordynamic behavior due to changed stiffness and

damping effects of MRBwr.

A disadvantage of the modified design are the additional machin-
ing costs for MRBwr. The pump construction containing FRI and
FRD is the subject of patent application.

Conclusions
From the presented investigation the following main conclu-

sions can be made:
1. The pressure distribution on the impeller front and back

shrouds can be influenced by introduction of Fluid Rotation In-
creasers~FRI! and Fluid Rotation Decreasers~FRD!, which re-
sults in axial thrust reduction. The final consequence is a smaller
piston diameter and a smaller axial bearing.

2. Sensitivity of hydraulic axial thrust to radial labyrinth wear is
considerably reduced by the introduction of Multi Radial Bore
wear rings~MRBwr!.

3. With proper execution of radial clearanceA and overlapping
Ue , flow in the side chamber can be effectively separated from
the influence of main flow at impeller exit. This is also important
to avoid axial thrust instability at part load operation of the pump.

4. Numerical flow analysis is an effective tool for axial thrust
prediction at the design stage.

Nomenclature

A 5 radial clearance
B 5 radial clearance~vane passage!

B2 , B35 impeller, diffuser channel width
D 5 diameter

Re 5 v•R2
2/n-Reynolds number

E 5 axial width of impeller front shroud side chamber
F 5 axial width of impeller back shroud side chamber

Fa 5 axial thrust
H 5 head

P 5 power
Q 5 flow rate

QL 5 leakage flow
R 5 radius

SR 5 radial clearance
Ue 5 impeller/diffuser wall overlapping

b 5 impeller shroud thickness
n 5 speed of rotation

nq 5 n(min21)•Q(m3/s)0.5/H(m)0.75-specific speed
nsUSA 5 n(rpm)•Q(GPM)0.5/H( f t)0.75-specific speed

p 5 pressure
popt 5 r•g•Hopt-pump total pressure atQopt
qL 5 QL /Qopt-relative leakage flow
u 5 peripheral velocity
v 5 velocity
z 5 axial coordinate, impeller side chamber width
b 5 fluid angular velocity
h 5 efficiency
n 5 kinematic viscosity
r 5 fluid density
v 5 impeller angular velocity

Indices

bs 5 back shroud
fs 5 front shroud

opt 5 optimal, best efficiency point
orig 5 original

p 5 piston
r 5 radial
st 5 static
u 5 peripheral

wr 5 wear ring
2 5 impeller outlet
3 5 diffuser inlet
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Theoretical Analysis of Fluid
Forces on an Open-Type
Centrifugal Impeller in Whirling
Motion
For turbomachines operating at supercritical shaft speed, it is important to understand
the characteristics of unsteady fluid forces on the impeller that occur due to shaft vibra-
tion. The present paper treats the forces on an open-type centrifugal impeller in whirling
motion using unsteady potential flow theory. The whirling forces obtained agree reason-
ably with experimental results and show a destabilizing region at small positive whirl. It
was found that the destabilizing force is due to the forces on the hub caused by temporal
change in the thickness of the flow channel, with minor contribution of tip leakage on the
destabilization.@DOI: 10.1115/1.1458582#

Introduction
For turbomachines operating at supercritical shaft speed, it is

important to understand the characteristics of unsteady fluid forces
on the impeller that occur due to shaft vibration. They are called
‘‘rotordynamic forces’’@1#. Shaft vibration has two modes: whirl-
ing motion and precessing motion~Fig. 1!, and considerable
knowledge has been obtained for whirling closed-type centrifugal
impellers. Although the impeller whirling forces are basically sta-
bilizing the rotor@2#, they become destabilizing under the follow-
ing conditions:~i! at reduced flow rate@2,3#, ~ii ! when there is
interaction with volute or vaned diffuser@4–7#, or ~iii ! when the
clearance between front shroud and casing of 3-D impeller is
small @4,8–11#.

For axial flow turbines, it was found independently by Thomas
@12# and Alford@13# that tip leakage plays an important role in the
mechanism of producing rotordynamic forces. Detailed flow mea-
surements were carried out@14# and an actuator disk model with
tip leakage effect was proposed@15,16#. For axial flow compres-
sors, it was clarified recently@17# that the rotordynamic forces are
mostly in the direction to promote backward whirl caused by re-
duced blade loading at wider tip clearance. Several flow models
are examined@18# to simulate the whirling forces. Thus, the tip
leakage is the key factor in producing rotordynamic forces on
axial flow turbines and compressors. Axial flow pump inducers
are more complicated with inherent backflow but rotordynamic
forces promoting forward whirl have been reported@19#.

On the other hand, little has been known about the rotordy-
namic forces on open-type centrifugal impellers although they are
widely used for gas compressors. In certain applications such as
for reinjection, the density of the gas can be of the same order as
that of the liquids. In such cases, the rotordynamic forces on com-
pressor impeller can be as large as for pumps. Recent experiments
@20# on an open-type centrifugal impeller show that forward whirl
is promoted even at the design point and without interaction with
the volute or the guidevanes.

The purpose of the present study is to propose an analytical
method to predict rotordynamic forces on open-type centrifugal
impellers and to explain the mechanisms of destabilizing rotordy-
namic forces observed in experiments. Major differences from the
treatment of closed-type impeller are:~i! effects of the temporal

changes in tip clearance and the distance between hub and casing
should be taken into account,~ii ! pressure forces on hub should be
taken into account. These requirements are the same as for open-
type axial flow-machines, but the effects of the change in hub/
casing distance and the pressure force on the hub will be less
important for axial flow machines with smaller hub/tip ratios and
larger specific speed. We focus on centrifugal/mixed flow impel-
lers with smaller specific speed for which two-dimensional treat-
ment of flow is possible as a first-order approximation. We assume
that the flow is two-dimensional, inviscid, and incompressible.

Fundamental Equations and Mapping
As stated in the Introduction, we assume that the distance be-

tween the hub and the casing,b, is so small compared to the outlet
radius,r 2 , that the flow in the impeller can be represented by a
two-dimensional flow in a representative flow surface as shown in
Fig. 2~a!. We use radial~r!, circumferential~u!, and meridional
~m! coordinates in the physical plane fixed to the impeller. The
shape of the flow surface in the meridional sectionr 5r (m) is
assumed to be given. The flow thicknessb can change in meridi-
onal direction~m! and also in time~t! due to the whirling motion
of the impeller. The impeller rotates around thex3-axis with an
angular velocityV. The center of the impeller~x3-axis! whirls
around an axis parallel tox3-axis with a constant eccentricity«
and an angular velocityv ~not illustrated in Fig. 2~a!, see Fig.
1~a!!. The flow surface (m,u) is mapped to a flat plane (R,Q)
using the mapping relations:

dQ

du
5

Q

u
51,

1

r

dm

du
5

1

R

dR

dQ
(1)

Fundamental Equations. The continuity equation in repre-
sentative flow surface is:

]

]t
~rb!1

]

r ]m
~rrwmb!1

]

r ]u
~rwub!50 (2)

whereb is the thickness of the flow defined as the distance be-
tween hub and casing. (wm ,wu) are relative velocity components
in m andu directions. Since the absolute flow can be assumed to
be irrotational, the absolute velocity (vm ,vu) can be represented
by using a velocity potentialF.

vm5
]F

]m
5wm , vu5

]F

r ]u
5wu1rV (3)
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If we put Eq.~3! into Eq. ~2! and use the mapping relations~1!,
we obtain:
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On the other hand, irrotational flow with a source distribution
qm satisfies:

¹2F5qm (6)

Hence, the flow in the representative flow surface can be repre-
sented by using an irrotational flow in the mapping plane with the
source distribution.
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This method has been used by Tsujimoto et al.@21# for the analy-
sis of unsteady torque on mixed flow impellers.

Complex Velocity. The absolute irrotational velocity in the
mapped plane can be expressed as:

U2 iV5~VR2 iVQ!e2 iQ
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dsm

1
1

2pi (
N E

s28
m

` gv
m~s8m,t!

Zm2Zm~s8m!
ds8m (8)

where Q is a source at the center of the impeller,qm(ZF
m ,t) is the

source distribution given by Eq.~7!, gb
m(Sm,t) is a vortex distri-

bution which represents the effect of blades, andgv
m(s8m,t) rep-

resents the free vortex wake shed from the blades.

Velocity Due to Rotational and Whirling Motion. The ve-
locity due to rotational and whirling motion observed at a point
fixed to the impeller is:

vm
« 5Re~ i !@eiu~ i«v2 j «v!#ej ~v2V!t

(9)
vu

«5rV2Im~ i !@eiu~ i«v2 j «v!#ej ~v2V!t sinh~s!

where Re(i), Im(i) are real and imaginary part with respect toi.
h(s)5cos21(dm/dr) is the angle betweenx3-axis and the repre-
sentative flow surface.

Tip Clearance Leakage. Since we focus on the open-type
centrifugal impeller, we need to evaluate the effect of the change
in tip clearance although we cannot simulate three-dimensional tip
leakage in the present two-dimensional flow method. The effect of
leakage is simulated by assuming the normal velocity on the blade
surface given by:

wn5
tc

b
A2Dp

rz
(10)

whereDp is the pressure difference across the blade,tc is the tip
clearance, andz is the loss coefficient. In this paper,z is set to be
1. Effects of the change in tip clearancetc and in pressure differ-
enceDp are both considered. An iterative method was used to
determinewn and Dp. Chen et al.@22# have shown that the tip
leakage can be simulated reasonably by the pressure difference.

Boundary Conditions on the Blades. The relative flow ve-
locity on the blade is given by subtracting the blade velocity
(vm

« ,vu
«) due to rotation and whirling motion from the absolute

flow velocity (vm ,vu) obtained from Eqs.~5! and ~8! with VR

2 iVQ5(U2 iV)eiQ. Then we equate the normal component with
the velocity of Eq.~10! representing the effect of tip leakage.

~vm2vm
« !cosb~s!1~vu2vu

«!sinb~s!5wn (11)

This provides the boundary condition on the blade.

Analytical Method
The whirling motion affects the flow through the source distri-

bution of Eq. ~7! representing the effect of the change in the
thicknessb of the flow, and the boundary condition of Eqs.~11!
with ~9!. In a frame rotating and whirling with the impeller, it can
be shown that the unsteady component ofqm(ZF

m ,t) fluctuates as
ej (v2V)t if we describe it in a frame fixed to the impeller. Then we
express:

qm5q̄m1q̃mej ~v2V!t, gb
m5ḡb

m1g̃b
mej ~v2V!t

gv
m5ḡv

m1g̃v
mej ~v2V!t, U5Ū1Ũej ~v2V!t (12)

Fig. 1 Two fundamental vibration modes of an impeller

Fig. 2 „a… Representative flow surface, „b… mapped plane
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V5V̄1Ṽej ~v2V!t, b5b̄1b̃ej ~v2V!t

and separate Eqs.~8!, ~10!, and ~11! into steady and unsteady
components. First, steady components are used to determine the
steady flow. The results of steady flow analysis are then used to
determine the unsteady components. Finally the fluid forces are
calculated using the results of the steady and unsteady flow
analysis.

Analysis of Steady Flow Components. For steady flows, the
unknowns areq̄m and ḡb

m since ḡv
m50. Exactly speaking,q̄m

should be evaluated from Eq.~7! using local values ofVR and
VQ . In this study, simplifications have been made by approximat-
ing the contributions of the first two terms of Eq.~8! by VR
5Q/(2pRb(R)) and VQ50. Then the unknown is the vortex
distribution on the bladeḡb

m and it was determined numerically
using a singularity method. The blade surface was separated into
M-1 segments and the values ofḡb

m at M segment boundaries are
specified as unknowns. If we apply the boundary condition of Eq.
~11! at the mid-point of each segment, we obtain M-1 linear equa-
tions in terms of the value ofḡb

m at M boundary points. In addition
to these M-1 equations for M unknowns, we apply Kutta’s condi-
tion ḡb

m50 at the trailing edge. For steady flow we can assume
that ḡb

m distribution is the same as for all blades. Then we can
determine the vortex distribution by solving the M linear equa-
tions. The integrals in Eq.~8! were evaluated by assuming linear
distribution ofḡb

m over the segment. On the segment closest to the
leading edge, it was assumed thatḡb

m5ḡb0
m /As ~ḡb0

m is an un-
known constant ands is the distance from the leading edge! taking
account of the singularity at the leading edge.

Analysis of Unsteady Flow Components. For unsteady
flows free vortices are shed from the trailing edge following
Kelvin’s vortex conservation law. We assume that the vortices are
transported on a mean relative velocity in the physical plane,
which is associated with:~i! concentrated source and total circu-
lation of the blades at the center of the impeller,~ii ! rotation of the
impeller. Under these approximations, the strength of the free vor-
tices is related with the blade circulation by:

g̃v
m52

1

~R/r !2W̄~s8m!

]

]t F E
s1

m

s2
m

gb
mdsmG (13)

where

t5t2E
s2

m

sm dsm

~R/r !2W̄~s8m!

W̄(s8m) is the mean relative velocity on the wakes8m. The loca-
tion of the free vortex wake in the mapped plane is represented
by:

Q~R!5
NGs

Q
ln

R

R2
2

2pV

Q E
R2

R r 2

R
dR1Q2 (14)

where (R2 ,Q2) is the location of the trailing edge. From Eqs.~13!
and~14!, the strength of the free vortex on the wake is expressed
as follows.

g̃v
m52

j ~v2V!expS 2 j ~v2V!
2p

Q E
R2

Rv r 2

R
dRD

~R/r !2W̄~s8m!
E

s1
m

s2
m

g̃b
mdsm

(15)

The unsteady component of the sourceqm is given by lineariz-
ing Eq. ~7!. Circumferentially averaged values are used for the
steady components ofV̄R andV̄Q . Once the steady flow velocity
of V̄R , V̄Q and the thickness of the flow channelb(t,R) are given,

we can determine the values of all terms except for]b̄/]R•ṼR .
This term is evaluated by using an iterative method.

The unknown for the unsteady components is the vortex distri-
bution g̃b

m on the blade and it was determined by using a singu-
larity method in the same way as for the steady flow analysis. The
unsteady Kutta’s equation is given by Eq.~15! with R5R2 and
g̃v

m(R2)5g̃b
m(s2

m), which has been used combined with the un-
steady part of the boundary condition~11! on the blade surface.
For the unsteady component we have to treat the vortex distribu-
tion g̃b

m on each blade independently.

Modeling the Impeller Geometry. The present method is
applied to an impeller shown in Figs. 3 and 4 for which experi-
mental results are available@20#. The impeller is a model of a gas
compressor with blade count 12, inlet and outlet blade angles 32
and 45 degrees, respectively, and specific speedk
52pnAQ/(DE)3/451.3, wheren is the rotational speed,Q is the
volumetric flow rate andDE is specific reversible work. The mid-
span surface shown in Fig. 3 and Fig. 4~a! is used as the ‘‘repre-
sentative flow surface.’’

It was found that the flow thicknessb can be approximated by
the following equation for a whirling motion with whirl radius«
and whirl angular velocityv.

b5b̄~R!1«H 12S R2R1

R22R1
D 2J cos~Q2~v2V!t ! (16)

Fig. 3 Cross section of the test rig „impeller, casing and in-
strumented shaft …

Fig. 4 „a… Impeller, „b… mid-span surface
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where b̄(R) is the mean thickness. The tip clearancetc can be
approximated by a similar equation.

Evaluation of Unsteady Pressure Field. In order to calculate
the unsteady fluid forces, the unsteady pressure field on represen-
tative flow surface should be calculated. The unsteady pressure
equation in the coordinate fixed to the impeller can be represented
as:

p

r
1

1

2
uwu21

]F

]t
2

1

2
v t

25c~ t ! (17)

where v t is the moving velocity of the coordinate fixed to the

impeller, v t
25vm

«2
1vu

«2
and w is the fluid velocity relative to ro-

tating and whirling impeller. The center of the impeller in the
mapping plane is selected to be the reference point for pressure
evaluation. The total pressure and velocity potential there are de-
noted bypc andFc respectively. Then Eq.~17! can be reduced to:

p

rU
Z5Z,t5t

5
pc

r
2

]

]t
~F2Fc!2

1

2
uwu21

1

2
v t

2 (18)

The second term of Eq.~18! is evaluated as the sum of the
contributions of the vortex distribution on the blades, the vortex
distribution on the wakes and the source distribution between
blades. Then Eq.~18! results in:

p

rU
Zm5Zm,t5t

5
pc

r
2

1

2
uwu21

1

2
v2

t 1
1

2p E E
F

]qm~ZF
m ,t !

]t
lnuZm

2ZF
mudF1

1

2p E
s1

m

s2
m

DQ~sm!Zm→c

]gb
m~sm,t !

]t
dsm

1
1

2p E
s28

m

`

DQ~s8m!Zm→c

]gv
m~s8m,t !

]t
ds8m (19)

DQ(sm)Zm→c andDQ(s8m)Zm→c of Eq. ~19! are expressed as fol-
lows.

DQ~sm!Zm→c5Arg~Zm2Z~sm!!2Arg~Zc
m2Z~sm!!

(20)
DQ~s8m!Zm→c5Arg~Zm2Z~s8m!!2Arg~Zc

m2Z~s8m!!

whereZ(sm) is the location of vortex distribution andZc
m is the

center of the impeller.

Fluid Forces on the Impeller. The unsteady fluid forces on
the impeller are evaluated as the sum of the pressure forces on the
hub and the blades.

The forces on the hub are evaluated by numerically integrating
the pressure force components on the representative flow surface
using the mesh as shown in Fig. 5.

The force on the blade is also evaluated by integrating the pres-
sure distribution. In the present model assuming infinitely thin
blades, leading edge suction forces are evaluated from the strength
of the singularity ofgb distribution at the leading edge.

The evaluated forces are normalized by usingF0

5rpr 2
2b2«V2, where r 2 and b2 are impeller outlet radius and

thickness, respectively.

Results and Discussions
Although the unsteady components observed at a point fixed to

the whirling impeller fluctuates with the frequencyv2V, the total
force on the impeller becomes steady when it is expressed in
terms of components of normal~Fr , positive if outward! and
tangential~Ft , positive if it is in the direction of impeller rotation!
to the whirling orbit. This expression is extremely useful since we
can determine the stability for whirl. IfFt is in the same direction
as the assumed whirling motion, it promotes the whirl and if it is
opposite, it dampens the whirl. So, the results are shown as plots
of Fr andFt as functions of assumed whirl speed ratiov/V.

Comparison With the Experimental Results. The nondi-
mensional whirling forces are shown in Figs. 6–8 for flow coef-
ficients f5Q/(2pr 2b2•r 2V)50.330, 0.424 and 0.508. The de-
sign flow coefficient isfd50.424. Experimental results from Ishii
et al.@20# are also plotted. No significant effect off can be found
and let us first focus on the case of the design flow coefficient
fd50.424, Fig. 7. We observe a destabilizing regionFt.0 at
small positive whirl speed ratio 0,v/V,0.25. This is simulated
by the calculation. Although quantitative agreement cannot be ob-
tained, the present results can predict a general trend withv/V
fairly well. In experiments, we can observe thatuFr u and uFtu in

Fig. 6 Radial and tangential force components „fÄ0.330…

Fig. 7 Radial and tangential force components „fÄ0.424…

Fig. 5 Cell and reference point on representative flow surface
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the region 0.8,v/V,1.5 increase as we increase the flow coeffi-
cient. This trend can be simulated by the present model. Figure 9
shows the decomposition of the tangential forceFt into the com-
ponents due to the forces on the hub and the blades. We find that
the force on the hub is predominant for negative whirl and the
forces on the blades are important for positive whirl. We should
note that the destabilizing force in 0,v/V,0.25 is caused by the
force on the hub.

Effects of Tip Leakage. Figure 10 compares the results with
and without tip leakage at the design flow rate. Tip leakage mainly
affects the tangential force at negative whirl. Without the tip leak-
age, the destabilizing region at small positive whirl is increased.
This shows that the tip leakage has a stabilizing effects on the
forward whirl, which can be qualitatively explained by the load
reduction on the blades at the location with larger tip clearance, as
shown by Storace et al.@17# for an axial compressor.

Effects of the Front Casing. The effects of the front casing
can be easily examined by comparing the results with and without
the casing. The forces on the closed-type impeller with a front
casing can be calculated by the present method by simply neglect-
ing the effects of:~i! temporal change of flow thicknessb, ~ii !
effects of tip leakage,~iii ! forces on the hub~in this analysis the
effects of the pressure difference on the hub and the casing have
been neglected!. The centrifugal force due to whirling motion will
contribute to increasing the pressure difference and results in ad-
ditional radial force Fr!. Figure 11 compares the results for open-
and closed-type impellers with the same blade geometry. Magni-
tudes of the forces are significantly smaller for closed-type impel-
ler. Observe that no destabilizing region exists for the closed-type
impeller without temporal change of impeller thickness.

Conclusions
An analytical method is proposed for the prediction of unsteady

forces on whirling open-type centrifugal impeller. The validity is
confirmed by comparisons with experiments on an impeller with
specific speed 1.3. The results of the present study can be sum-
marized as follows.

1 The predicted whirling forces agree qualitatively with experi-
mental results and show a destabilizing region at small positive
whirl speed ratio.

2 The destabilizing force at small positive whirl speed ratio is
due to the forces on the hub.

3 Tip leakage has a stabilizing effect on forward whirl. This
effect can be qualitatively explained by a smaller blade load at the
locations where the tip clearance is larger.

4 Comparisons of the results for open- and closed-type impel-
ler with the same geometry clearly show that the destabilizing
forces on the open-type impeller are caused by the temporal
change of the distance between the hub and the casing due to
whirling motion.

Nomenclature

b 5 distance between hub and casing
Fr , Ft 5 force components, radial and tangential

i 5 complex unit~in space!

Fig. 8 Radial and tangential force components „fÄ0.508…

Fig. 9 Tangential force components of hub and blade

Fig. 10 The influence of the leakage flow „fÄ0.424…

Fig. 11 The effect of front shroud „fÄ0.424…
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j 5 complex unit~in time!
m,u 5 meridional and tangential coordinates in repre-

sentative flow surface
N 5 blade number
p 5 static pressure
q 5 source distribution
Q 5 strength of source

r 5r (m) 5 radial location of representative flow surface
R,Q 5 radial and circumferential coordinate in mapped

plane
s 5 coordinate along blade

s8 5 coordinate along wake
t 5 time

U,V 5 absolute velocity components in x and y direc-
tion on mapped plane

w 5 relative velocity in representative flow surface
W 5 relative velocity in mapped plane

x1 , x2 , x3 5 Cartesian coordinate fixed to the impeller
b 5 blade angle
g 5 vortex distribution
G 5 circulation
« 5 radius of the whirling motion
h 5 angle between center line and representative

flow surface
f 5 pump flow coefficient
F 5 velocity potential
v 5 angular velocity of whirling motion
V 5 angular velocity of impeller rotation

Superscript

m 5 quantities defined in mapped plane
¯ 5 steady component
` 5 unsteady component
~ 5 complex amplitude of unsteady component

Subscript

1,2 5 inlet and outlet of the impeller
b 5 blade

n,s 5 normal and tangential component
v 5 free vortex wake

References
@1# Brennen, C. E., 1994,Hydrodynamics of Pumps, Concepts ETI and Oxford

University Press.
@2# Ohashi, H., and Shoji, H., 1987, ‘‘Lateral fluid forces on whirling centrifugal

impeller ~2nd report: Experiment in vaneless diffuser!,’’ ASME J. Fluids Eng.,
109, pp. 94–99.

@3# Tsujimoto, Y., and Acosta, A. J., 1987, ‘‘Theoretical study of impeller and/or
vaneless diffuser attributed rotating stalls and their effects on whirling insta-
bility of a centrifugal impeller,’’ Work group on the behavior of hydraulic

machinery under steady oscillatory conditions, Lille, France.
@4# Jery, B., Acosta, A. J., Brennen, C. E., and Caughey, T. K., 1985, ‘‘Forces on

centrifugal pump impellers,’’ Proc. Second Int. Pump Symp., Houston, Texas,
21–32.

@5# Adkins, D. R., and Brennen, C. E., 1988, ‘‘Analyses of hydrodynamic radial
forces on centrifugal pump impellers,’’ ASME J. Fluids Eng.,110, pp. 20–28.

@6# Tsujimoto, Y., Acosta, A. J., and Brennen, C. E., 1988, ‘‘Theoretical study of
fluid forces on a centrifugal impeller rotating and whirling in a volute,’’ASME
J. Vib., Acoust., Stress, Reliab. Des.,110, pp. 263–269.

@7# Tsujimoto, Y., Acosta, A. J., and Yoshida, Y., 1988, ‘‘A theoretical study of
fluid forces on a centrifugal impeller rotating and whirling in a vaned dif-
fuser,’’ NASA CP 3026, pp. 307–322.

@8# Ohashi, H., Sakurai, A., and Nishijima, J., 1988, ‘‘Influence of impeller and
diffuser geometries on the lateral fluid forces of whirling centrifugal impeller,’’
NASA CP 3026, 285–306.

@9# Bolleter, U., Wyss, A., Welte, I., and Sturcher, R., 1987, ‘‘Measurement of
hydrodynamic interaction matrices of boiler feed pump impellers,’’ ASME J.
Vib., Acous., Stress, Reliab. Des.,109, pp. 144–151.

@10# Guinzburg, A., Brennen, C. E., Acosta, A. J., and Caughey, T. K., 1994, ‘‘Ex-
perimental results for the rotordynamic characteristics of leakage flows in cen-
trifugal pump,’’ ASME J. Fluids Eng.,116, pp. 110–115.

@11# Childs, D. W., 1989, ‘‘Fluid structure interaction forces at pump-impeller-
shroud surface for Rotordynamic calculations,’’ ASME J. Vib., Acoust., Stress,
Reliab. Des.,111, pp. 216–225.

@12# Thomas, H. J., 1958, ‘‘Instabile Eigenschwingungen von Turbinenlaufern An-
gefacht durch die Spaltstroemung in Stopfubuchsen und Bechauchflug~Un-
stable Natural Vibrations of Turbine Rotors Induced by the Clearance Flows in
Glands and Blading!,’’ Bull. De. L. A. I. M., 71, pp. 1039–1063.

@13# Alford, J. S., 1985, ‘‘Protecting Turbomachinery from Self-Excited Rotor
Whirl,’’ ASME J. Eng. Power,87, Oct., pp. 333,334.

@14# Martinez-Sanchez, M., Jaroux, B., Song, S. J., and Yoo, S., 1995, ‘‘Measure-
ment of Turbine Blade-Tip Rotordynamic Excitation Forces,’’ ASME J. Tur-
bomach.,117, July, pp. 384–393.

@15# Song, S. J., and Martinez-Sanchez, M., 1997, ‘‘Rotordynamic Forces Due to
Turbine Tip Leakage-Part I: Blade Scale Effects,’’ ASME J. Turbomach.,119,
Oct., pp. 695–703.

@16# Song, S. J., and Martinez-Sanchez, M., 1997, ‘‘Rotordynamic Forces Due to
Turbine Tip Leakage-Part II: Radius Scale Effects and Experimental Verifica-
tion,’’ ASME J. Turbomach.,119, Oct., pp. 704–713.

@17# Storace, A. F., Wisler, D. C., Shin, H.-W., Beacher, B. F., Ehrich, F. F., Spak-
ovszky, Z. S., Martinez-Sanchez, M., and Song, S. J., 2000, ‘‘Unsteady flow
and whirl-inducing forces in axial-flow compressors. Part I—experiment,’’
Proceedings of ASME Turbo Expo 2000.

@18# Ehrich, F. F., Spakovszky, Z. S., Martinez-Sanchez, M., Song, S. J., Wisler, D.
C., Storace, A. F., Shin, H.-W., and Beacher, B. F., 2000, ‘‘Unsteady flow and
whirl-inducing forces in axial-flow compressors. Part II—analysis,’’ Proceed-
ings of ASME Turbo Expo 2000.

@19# Bhattacharyya, A., Acosta, A. J., Brennen, C. E., and Caughey, T. K., 1997,
‘‘Rotordynamic Forces in Cavitating Inducers,’’ ASME J. Fluids Eng.,119,
Dec., pp. 768–774.

@20# Ishii, N., Yoshida, Y., Tsujimoto, Y., Ohashi, H., and Kano, F., 1999, ‘‘The
Rotordynamic forces on an open-type centrifugal compressor impeller in
whirling motion,’’ ASME J. Fluids Eng.,121, No. 2, pp. 259–266.

@21# Tsujimoto, Y., Imaichi, K., Tomohiro, T., and Gotoo, M., 1986, ‘‘A Two-
Dimensional Analysis of Unsteady Torque on Mixed Flow Impellers,’’ ASME
J. Fluids Eng.,108, pp. 26–33.

@22# Chen, G. T., Greitzer, E. M., Tan, C. S., and Marble, F. E., 1991, ‘‘Similarity
Analysis of Compressor Tip Clearance Flow Structure,’’ASME J. Turbomach.,
113, pp. 260–271.

Journal of Fluids Engineering JUNE 2002, Vol. 124 Õ 347

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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Área de Mecánica de Fluidos,

Campus de Viesques,
33271 Gijón, Asturias, Spain

e-mail: aviados@correo.uniovi.es

Numerical Simulation of the
Dynamic Effects Due to
Impeller-Volute Interaction
in a Centrifugal Pump
This paper shows the capability of a numerical simulation in capturing the dynamic and
unsteady flow effects inside a centrifugal pump due to the impeller-volute interaction. The
object of the study is a commercial centrifugal water pump with backward curved blades,
which is built within a vaneless single tongue volute. For the numerical simulation, the
viscous Navier-Stokes equations are handled with an unsteady calculation and the sliding
mesh technique is applied to take into account the impeller-volute interaction. In keeping
the unsteady terms of the equations active it is possible to correctly simulate the effects of
the blade passage in front of the tongue and both the flow and pressure fluctuations
induced. Time averaged numerical results are compared with the experimental perfor-
mance curve and good agreement is found. The numerical flow analysis allows the study
of different variables which are always difficult to measure experimentally. The dynamic
variables obtained with the proposed numerical model are compared with the experimen-
tal data. In particular, the amplitude of the fluctuating pressure field at the blade passing
frequency is successfully captured by the model for a wide range of operating flow rates.
Therefore, the main achievement of the work is in providing the modeling possibilities for
the prediction of the dynamic interaction between the flow at the impeller exit and the
volute tongue. Such effects at the blade passing frequency appear to follow a clear flow
rate dependent spatial pattern around the volute.@DOI: 10.1115/1.1457452#

Introduction

Flow in centrifugal pumps produces a complex three-
dimensional phenomenon involving turbulence, secondary flows,
unsteadiness, etc.~Brennen@1#!. Moreover, the geometry is com-
plex and asymmetric due to the volute shape. The relative move-
ment between impeller and volute generates an unsteady interac-
tion which affects not only the overall pump performance~flow
structure, losses!, but is also responsible for pressure fluctuations.
Pressure fluctuations interact with the volute casing or even with
the circuit and give rise to dynamic effects~mainly unsteady
forces! over the mechanical parts~Adkins et al. @2#!, which are
one of the most important sources of vibration and hydraulic noise
~Dong et al.@3#!. Both experimental and numerical approaches
have been reported and have contributed to the understanding of
the highly complex flow interactions that occur in a centrifugal
pump.

Some authors~Kaupert et al.@4#! have measured the unsteady
pressure field inside the impeller of a centrifugal pump using
piezoresistive pressure transducers and a telemetry system. They
found amplitudes particularly high at the trailing edge of the
blades~pressure side! and relative values up to 35 percent of the
pump head at off-design conditions. Another important contribu-
tion to the understanding of the relation between unsteady flow
and mechanical problems was pinpointed by visualization~Chu
et al. @5#!. In that paper a PIV technique was used to observe the
influence of the blade passing in front of the volute tongue and the
unsteadiness generated.

For the present paper, the unsteady pressure fields at the blade
passing frequency for different operating conditions were mea-
sured by means of fast response piezo-electric transducers. Those

transducers, placed on the volute wall, were able to find a spatial
pattern as a function of the flow rate at the blade passing
frequency.

Although predictions on the unsteady flow field are always
valuable, numerical simulation of centrifugal pumps is not easy
due to the usual CFD difficulties: turbulence modeling, flow sepa-
ration, boundary layer, etc.~Lakshminarayana@6#!. Besides that,
there are also specific problems, as:

—Extremely complex geometry: a great number of cells is
needed and, due to skewness, usually unstructured grids give bet-
ter convergence than structured ones.

—Energy transfer is generated mainly by the centrifugal force
in the impeller. A cascade simulation is not valid and these force
source terms must be included in the equations of the moving
zone.

—The interaction between impeller and volute requires an un-
steady solution process to calculate the time dependent terms in
the equations. In addition, the blade position with respect to the
volute tongue must be taken into account. This can be partially
accomplished in a quasi-steady way: calculating the steady solu-
tion with different grid positions. Nonetheless, it is always much
better if the code is able to perform an unsteady flow calculation
at the same time that slides the impeller grid for each time step.

CFD has proven to be a very useful tool in the analysis of the
flow inside pumps, both in design and performance prediction.
Much research has been carried out in the last years: Croba et al.
@7# give an updated list of general selected papers while Denus
et al. @8# give a more extended and specific bibliography. How-
ever, due to the difficulties of the task, most of these studies have
been carried out with strong simplifications of the problem either
in the geometry or in the flow characteristics. Research is slowly
tending toward more complete simulations~see for example
Miner @9#! and the approach developed here follows this trend.

A numerical study of a centrifugal pump is used to capture the
effects due to the dynamic interaction between the flow leaving
the impeller and the volute tongue. Calculations have been per-
formed with a commercial software package, FLUENT®. This

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
July 1, 2001; revised manuscript received September 12, 2001. Associate Editor:
Y. Tsujimoto.

348 Õ Vol. 124, JUNE 2002 Copyright © 2002 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



code uses the finite volume method and the 3D Navier-Stokes
equations are solved on an unstructured grid. The unsteady flow is
solved using a sliding mesh technique, which has been applied to
turbomachinery flows~Croba et al.@7#!.

The unsteady pressure fields at the blade passing frequency
obtained both experimentally and numerically are compared and a
high level of concordance is found for a large range of the oper-
ating flow regimes.

Some flow patterns are often difficult to measure directly and
cover a wide range of unsteady very important aspects, such as:
pressure changes in the volute for different flow rates; incidence at
the leading edge of the blades with different flow conditions and
secondary flows generated in the volute due to the radial gap
change between the impeller and the tongue. An example of these
secondary flow patterns is also investigated.

Experimental Results
The unsteady pressure signals recorded and analyzed by a FFT

procedure describe the dynamic behavior of the flow inside the
volute. In this case, the instantaneous pressure on the volute was
measured. First, the experimental routines and measurements
chain are described and afterwards a summary of the results is
presented in this section.

Pump Facility and Measurements Chain. The pump was
tested in a hydraulic setup designed according to the international
Standards@10#. In the circuit, water is pumped from and returned
to a 100 m3 reservoir. The flow rate is regulated by a set of
butterfly valves located close to the reservoir discharge. The pump
is a single axial suction and vaneless volute casing, Worthington
EWP-65-200, with seven impeller blades.

The main dimensions of the pump tested and geometric ar-
rangements are presented in Table 1. More details about this
pumping facility and test apparatus for static measurements can be
found in Gonza´lez @11#. Flow rate uncertainties were found to be
always less than 2.5 percent~confidence level of 95 percent!. The
head and efficiency uncertainties were kept under 3 percent and
4 percent respectively, within the same confidence level. All un-
certainty analysis were carried out following the procedures pro-
posed in Kline@12#.

On the volute of that pump~shroud side! 36 pressure taps were
located~one each 10 deg! in a circumference withR5107 mm
~see Fig. 1!. Four Kistler-601 miniature fast-response piezo-
electric pressure transducers were consecutively installed in the 36
possible taps in order to measure the unsteady pressure signals.
Each transducer was connected to a charge amplifier, which pro-
duced a pressure measurement with an estimated combined uncer-
tainty of less than61.5 percent. An optic device provides a trig-
gering signal to start all the measurements in the same impeller
position. The resulting pressure signals, as well as the signal from
the tachometer could be digitalized and stored in a PC equipped
with a multi-channel analog-to-digital conversion card. After-

wards, spectral analysis~FFT, with Hanning window! of the sig-
nals were performed. A detailed description of such arrangement
was described in Parrondo et al.@13#.

Results at the Blade Passing Frequency.With the unsteady
pressure signals measured as a function of the flow rate, different
representations were made in order to draw conclusions. In par-
ticular, the study was centered on the fluctuation at the blade
passing frequency. With the amplitude and angular phase of that
fluctuation, a filtered signal was recovered~real signal filtered at
the blade passing frequency!. This signal produces a clear spatial
pattern for each flow rate. Two representative distributions can be
seen in Fig. 2, namely 20 percent of the nominal flow rate and the

Fig. 2 Flow pattern at the blade passing frequency for two
different flow rates „0.2 QN and QN… as function of the circum-
ferential position „w…

Table 1 Main characteristics of the tested pump

Fig. 1 Pressure taps and angular reference around the volute
for unsteady measurements
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nominal flow rate (QN). In this figure, the nondimensional mag-
nitudepA/(1/2rU2

2) is mapped as a function of the angular posi-
tion from the volute tongue~w! and for a time equal to the passage
of one blade channel. Bold arrows represent the angular position
of the seven blades.

The resulting distributions, shown in Fig. 2 characterize the
dynamic behavior of the impeller-tongue interactions for the dif-
ferent flow rates~Parrondo et al.@13#!. For the nominal flow rate,
a spatial periodic pattern is found for the pressure fluctuations~at
any time!. On the other hand, for off-design conditions a big dis-
turbance downstream of the tongue location~w530 deg! can be
seen. Therefore, it can be observed how the tongue has no dy-
namic effect for flow rates near the nominal one, whereas it affects
quite severely the pressure fluctuations for off-design conditions.
The relative blade to tongue effect for a blade passing period is
also made visible.

Model Description and Computational Method

Geometry and Grid. A geometrical discretization of the cen-
trifugal pump is made for the numeric treatment. Structured hexa-
hedral cells are generated to define the inlet and outlet zones
~34883 cells and 44684 cells, respectively! while unstructured tet-
rahedral cells are used to define the impeller and volute~162974
cells and 89712 cells, respectively!. In the volute, a mesh refine-
ment zone is defined near the tongue. Once the geometry is de-
fined, the model is ready to be simulated. A view of the generated
grid can be seen in Fig. 3, while a detail of the impeller grid is
shown in Fig. 4.

The size of the resulting cells is not enough for a full boundary
layer simulation but it gives correct values for the pump perfor-
mance and allows the analysis the details of the main phenomena
involved.

Surfaces between inlet-impeller and impeller-volute define the
grid interfaces needed for the relative rotation of the impeller. The
sliding mesh technique provided by FLUENT allows that relative
motion of the impeller grid with respect to the inlet and the volute
during unsteady simulation. Grid faces do not need to be aligned
on both sides as an interpolating routine is defined~a discussion
about this technique was presented in Gonza´lez @11#!.

Mathematical Model. The code solves the fully 3D incom-
pressible Navier-Stokes equations, including the centrifugal force
source in the impeller and the unsteady terms.

Turbulence is simulated with the standard k-e model. Although
grid size is not adequate to investigate local boundary layer vari-
ables, global ones are well captured. For such calculations, wall
functions, based on the logarithmic law, have been used. The time
dependent term scheme is second order, implicit. The pressure-
velocity coupling are calculated through the SIMPLEC algorithm.
Second order, upwind discretizations have been used for convec-
tion terms and central difference schemes for diffusion terms.

Boundary Conditions. The modeled boundary conditions are
the ones considered with more physical meaning for turbomachin-
ery flow simulations, that is, total pressure at the inlet and a vari-
able static pressure proportional to the kinetic energy at the outlet.
The flow rate is changed by modifying the static pressure to ki-
netic energy ratio at the outlet condition, which simulates different
closing positions of a valve. Some tests were carried out using a
fixed flow rate at the inlet. Although it provides a better stability
and faster convergence, this condition was found to be less physi-
cally correct, because the pressure fluctuations obtained were
quite different to the measured ones. Also, nonslip boundary con-
ditions have been imposed over the impeller blades and walls, the
volute casing and the inlet pipe wall.

Total pressure at the inlet and variable static pressure at the
outlet conditions allow simultaneous unsteady pressure and veloc-
ity fluctuations at the domain boundaries. Again, a constant veloc-
ity or pressure boundary condition would not be able to capture
both unsteady fluctuations at the same location. The influence of
the pump circuit itself has not been included in this simulation.
Studies about such interactions have been performed by Longatte
et al. @14#.

In the two grid interfaces between a stationary and moving

Fig. 3 Sketch of the pump unstructured mesh. „Inlet and outlet
pipe portions are added. …

Fig. 4 Detail of the impeller mesh. „Only half of the mesh
points are made visible. …
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mesh, inlet-impeller and impeller-volute, the overlapping faces in
the interface zones are determined at each new time step. Fluxes
across each grid interface are calculated proportionally to the ar-
eas of the superposed faces. The pressure and velocity fluctuations
at the interface have been numerically tested and the sliding tech-
nique has proven its reliability, keeping the same accuracy levels
observed in any other mesh position.

Numerical Solution Control. The code was run in a cluster
of six Athlon-K7 ~500 MHz! nodes. The time step used in the
unsteady calculation has been set to 2.94•1024 seconds in order to
get enough time resolution for the dynamic analysis~Courant
number was kept below 2, which assures very good time accuracy
and numerical stability!. The impeller grid movement is related
with this time step and the rotational speed imposed (v
5169.65 rd/s), so a complete revolution is performed each 126
time steps.

The number of iterations has been adjusted to reduce the re-
sidual below an acceptable value in each time step. In particular,
the ratio between the sum of the residuals and the sum of the
fluxes for a given variable in all the cells is reduced to the value of
1025 ~five orders of magnitude!. Initializing the unsteady calcula-
tion with the steady solution, over 5 impeller revolutions are nec-
essary to achieve the periodic unsteady solution convergence.

Intensive grid size dependence tests were carried out with sev-
eral grid spacing and the overall performance of the pump was the
same even with less than a half of the cells finally used for the
computations~the variations observed in flow rate, head and effi-
ciency were kept under very reasonable values, 1 percent, 0.5 per-
cent, and 1.2 percent, respectively!. Although the static values
change in that range, more detailed flow patterns, especially near
the walls, could be observed with increasing cell numbers. The
numerical accuracy for the pressure fluctuations was estimated to
be 0.001~nondimensional values, that is pA divided by 1/2rU2

2!.

Flow Study Using the Numerical Model
The possibilities of the numerical simulation in the study of the

flow inside a pump are wider than the experimental ones. In par-
ticular, results corresponding to the pressure distributions inside
the impeller and near-tongue region and the flow in the volute are
presented. The latter is very interesting not only for the prediction
of the losses during the pressure recovery~diffusion! process for
which the volute is designed but also to characterize the secondary
flow pattern inside a pump.

Figure 5 shows a three dimensional view of the static pressure
~p! over the shroud, blades and part of the volute surface for the
nominal flow rate obtained with the numerical simulation. It can
be seen that pressure in the hub side is higher than in the shroud,
due to the flow turning from the axial to the radial direction. Also

the flow impact over the tongue varies from the center, where the
flow comes directly from the impeller, to the sides.

In Fig. 6, the helicity inside the volute at various angular posi-
tions around the volute is mapped for a fixed time instant. Helicity
is defined by the dot product of the vorticity and the velocity
vectors, that is: (¹3uW )•uW . It provides information on the vortic-
ity aligned with the fluid stream. It has been plotted here looking
for the secondary flows. The surfaces are radial planes and two
counter-rotating vortices are captured. It can be seen that the vor-
tex centers are kept more or less at the same distance from the
impeller outlet all around the volute. Only small differences are
found at both sides of the center plane~middle surface in the axis
direction!.

Prior to the unsteady calculations, a comparison for both the
numerical and experimental performance curves for the tested
pump was executed. The result can be observed in Fig. 7. Both
data, experimental and numerical, are obtained after averaging the
unsteady values. Concerning the efficiency curves, a direct com-
parison is not possible. The numerical efficiency is calculated with
the torque values corresponding to the rotor inner surfaces, with-
out considering the disk friction losses and mechanical losses at
the bearings. On the other hand, the experiments use the shaft
torque to calculate the efficiency.

Four different flow rates are compared in Fig. 7, the nominalFig. 5 Static pressure contours „Pa… at nominal flow rate

Fig. 6 Helicity at various angular points around the volute in
mÕs2. „From volute tongue, each 90° in the rotating sense. …
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and three off-design ones~two higher and a lower one!. The head
obtained in these points matches very well with the experimental
ones. The efficiency correspondence is also very good, if one
considered the unavoidable simplifications that are behind the nu-
merical simulation. More details on the flow structure analysis and
static comparison between numerical results and experimental
data were already presented in Blanco et al.@15#.

Comparison of the Fluctuating Fields
The results of the numerical simulation were recorded for the

same locations considered in the experiments. Pressure fluctua-
tions with time are compared in Fig. 8 using both techniques
~average value subtracted!. This signal corresponds to a circum-
ferential position opposite to the tongue. Agreement between the
numerical and experimental data is fairly good, although the nu-
merical result is obtained for a complete revolution of the impeller
once the periodic state is achieved and the experimental signal is
an instantaneous measurement. These experimental results have
not been phase averaged and therefore include random fluctua-
tions.

As an example of the numerical instantaneous results, the static
pressure in the intersection between the center plane and a cylin-
der with R5107 mm, for different time steps with nominal flow
rate, is shown in Fig. 9. The displacement of the wake at the outlet
of the blades is clear in angular positions far from the tongue.
Approaching the tongue, the circumferential pressure distortion

partly smooths out the wake. This has been generated by taking
from each time step the data around the volute some millimeters
above the impeller near the frontal case of the volute. If a fixed
abscissa~angular position! is selected, the ordinate represents the
pressure change in time; if a fixed ordinate~time instant! is cho-
sen, the abscissa shows the pressure around the volute at that
instant. The time range represented is only a blade passage. In this
figure it can be observed how the wakes advance around the vo-
lute. In such representation, the wave generated by the blades
~shown in Fig. 2! is superimposed to the average pressure distri-
bution around the volute. At the angular positions opposite to the
tongue ~w around 180 deg!, the blade passage in front of the
tongue has little effect, while near the tongue, the blade wave is
more or less smoothed depending on the blade position with re-
spect to the tongue. This tendency depends strongly on the con-
sidered flow rate~Fig. 9 corresponds to nominal conditions and
the pressure fluctuations are kept below 5 percent of the average
value of the static pressure for this flow rate!.

Pressure Fluctuations Inside the Volute. Pressure at differ-
ent flow rates is obtained numerically in the 36 points atR
5107 mm, on the shroud wall of the volute, corresponding to the
same locations for which experimental data was available. After
recording the pressure at that points, FFT was performed and rel-
evant amplitudes and phases were obtained for the different fre-
quencies and particularly for the blade passing frequency. The

Fig. 10 Comparison of the pressure fluctuations at the blade
passing frequency for QÄ0.5 QN . Tongue at wÄ0 deg.

Fig. 7 Comparison of the performance curves. „Nondimen-
sional head and efficiency. …

Fig. 8 Pressure fluctuations in the volute wall in a angular
position opposite to the tongue at a radius R Ä107 mm

Fig. 9 Unsteady pressure distributions around the impeller.
„Numerical results for the nominal flow rate. …
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resulting pressure fluctuations at that frequency were properly
nondimensionalized~using the dynamic head of the tangential
outlet velocity: 1/2rU2

2!. And therefore, a comparison between
numerical and experimental results at the blade passing frequency
is possible. As examples, Figs. 10–14 show that comparisons in
function of the angular position for the flow rates corresponding to
0.5QN , 0.7QN , QN , 1.3QN , and 1.5QN . For these figures, the
origin reference for the angles~w! is placed in the tongue angular
position ~as shown in Fig. 1!.

As it can be observed, the agreement for nominal and higher
flow rates~Figs. 12–14! is really good and the spatial amplitudes
pattern is well captured by the numerical model. The quadratic
mean difference divided by the mean value of the fluctuations is
around 20 percent~this is a very good result when compared with
the average static pressure, which is around 100 times higher!. For
low flow rates~Figs. 10 and 11! more differences are found in the
comparison, especially in the near tongue region~w between 10
and 100 deg!. This effect means a limit for the numerical approach
in the prediction of the dynamic impeller-volute dynamic interac-
tion, giving always lower amplitudes than the measured ones.
There is also some discrepancy for high flow rates and positions
opposite to the tongue. Both effect could be possibly due to the
pump-piping circuit interaction, which is not considered in the
simulation.

Some differences have arisen in the comparison between the
numerical and experimental pressure fluctuations in the volute of
the tested centrifugal pump at the blade passing frequency, espe-
cially in the near tongue region for low flow rates. Nevertheless,
and generally speaking, it is clear~Figs. 10–14! that the numerical
model developed would have been able to predict the main char-
acteristics of the dynamic impeller-volute interactions for a wide
flow rate range. On the other hand, those differences are not seen
in the performance curve prediction~Fig. 7!.

Resulting Forces. The fluctuating pressure field gives rise to
dynamic forces which can cause fatigue failure of the pump axis
~especially at off-design operating conditions!. Once the pressure
predictions have been proven to be quite accurate, the numerical
model developed has shown its worth and can be used to calculate
these forces. An example of such calculation can be seen in Fig.
15 where both magnitude and phase~relative to the horizontal
direction! of the total force are plotted against time for a flow rate
130 percent of the nominal one. From this total force, the fluctu-
ating terms can be obtained by subtracting the average value for a
blade passing period. In Fig. 16, a polar representation is chosen
for these terms, where the modulus and phase of the fluctuating
force ~with respect to the horizontal direction! can be obtained.

Fig. 11 Comparison of the pressure fluctuations at the blade
passing frequency for QÄ0.7 QN . Tongue at wÄ0 deg.

Fig. 12 Comparison of the pressure fluctuations at the blade
passing frequency for QÄQN . Tongue at wÄ0 deg.

Fig. 13 Comparison of the pressure fluctuations at the blade
passing frequency for QÄ1.3 QN . Tongue at wÄ0 deg.

Fig. 14 Comparison of the pressure fluctuations at the blade
passing frequency for QÄ1.5QN . Tongue at wÄ0 deg.

Journal of Fluids Engineering JUNE 2002, Vol. 124 Õ 353

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Conclusions
The impeller-volute interaction in a centrifugal pump is suc-

cessfully predicted by a numerical model developed using a finite
volume commercial code. Both experiments and numerical pre-
diction show the presence of a spatial fluctuation pattern at the
blade passing frequency as function of the flow rate. That fre-
quency is predominant in what refers to the dynamic effects inside
the pump and conditions the possible limitations in what refers to
the use of the dynamic data for design purposes. Unsteady forces
have been calculated using the numerical results.

Considering the model results obtained, secondary flow pattern

in the volute was numerically analyzed through the helicity mag-
nitude, showing that the stronger effects of such secondary flow
are concentrated in radial positions close to the impeller exit.

The pressure fluctuations at the blade passing frequency reveal
the blade tongue interaction with the flow at the impeller outlet
plane. Such interaction clearly increases the fluctuation levels for
off-design conditions, which produces other effects already stud-
ied in the bibliography~limiting operation ranges, increase of
losses, etc.!.

The unsteady calculation combined with the sliding mesh tech-
nique has proven to be a useful tool to investigate the flow
field inside a centrifugal pump including the dynamic effects. Al-
together, the main goal was to gain a deeper knowledge of the
flow dynamic variables inside a centrifugal pump~pressure and
forces!, which could be used in a design process. This has been
achieved.
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Nomenclature

b2 5 impeller width at outlet
D2 5 impeller diameter at outlet
f BP 5 blade passing frequency

H, HN 5 pump head and pump head at best efficiency point
~nominal!

p, pA 5 pressure, pressure amplitude at the blade passing fre-
quency

Q, QN 5 flow rate and flow rate at nominal point
R 5 radial coordinate
uW 5 flow velocity

U2 5 peripheral velocity at impeller outlet
b2 5 impeller blade angle~outlet section!
f 5 flow coefficientf5Q/(pD2b2U2)
r 5 density of the fluid~water in this paper!
w 5 angular position around impeller

v, vS 5 rotating speed, specific speedvS5vQN
1/2/(gHN)3/4

c 5 head coefficientc5gH/(U2
2/2)
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Rotating Cavitation in a
Centrifugal Pump Impeller of Low
Specific Speed
The paper describes an experimental investigation of two similar centrifugal pump im-
pellers of low specific speed. Both impellers show rotating cavitation over a wide range of
part load operating points. The occurrence of this phenomenon produces a characteristic
shape of creeping head-drop compared to the more usual sudden head-drop at ‘‘normal’’
operation points. The onset of rotating cavitation can be assigned to a certain value of the
parameters/2a meaning the cavity volume in relation to the incidence angle. Optical
analysis by video and high-speed camera techniques illustrates the development of this
instability mechanism which is mainly driven by an interaction of the cavity closure
region and the following blade. Combining these observations and the results of a fourier-
transformation the characteristic propagation frequencies of rotating cavitation can be
presented for one impeller.@DOI: 10.1115/1.1457451#

Introduction

Cavitation and its related effects are still playing a major rule in
design and use of centrifugal pumps. Due to the wide acceptance
of the NPSH3%-criterion for industrial use, the mechanisms of
cavitation leading to changes in pump delivery head are of special
interest. The character of the head-drop-curves represented by the
typical shapes of ‘‘sudden’’ head-drop~sometimes with initial
head-rise! and ‘‘creeping’’ head-drop determines the
NPSH3%-figures and have extensive effects in pump applications.
At the Pfleiderer-Institute, Technical University of Braunschweig,
several projects have been carried out in this field in the past
@1–3#. One new effect of particular interest influencing the head-
drop curves is the so-called ‘‘rotating cavitation’’ in a centrifugal
pump impeller of low specific speed.

Most of the information about rotating or alternating cavitation
in the available literature is concerned with this phenomenon oc-
curring in inducers of turbopumps of the H-II and also the
ARIANE-V rocket. In 1997 Tsujimoto et al.@4# observed several
different modes of rotating cavitation in the mentioned
turbopump-inducer. Theoretical analyses were performed by
Tsujimoto et al.@5# and Greitzer@6#. Both authors described the
mass-flow-gain factor M~increasing cavity volume related to de-
creasing flow rate! as an important stability parameter. A positive
factor M can cause cavitation surge in the pumping system itself
or rotating cavitation as an instability phenomenon limited to the
impeller.

In another theoretical stability analysis for a cascade, Watanabe
et al. @7# demonstrated in 1999 that rotating cavitation basically
depends on the ratio of cavitation number to twice the incidence
angle~s/2a!. Huang et al.@8# presented in 1998 an experimental
investigation of an inducer with alternating cavitation, including
typical head-drop-curves. In 2000 Horiguchi et al.@9# investigated
in another cascade analysis the influence of the cascade param-
eters~solidity and stagger angle! on the onset and development of
rotating cavitation. The authors also explained the mechanism of
the phenomenon to be caused by an interaction of the local flow
near the cavity closure region and the leading edge of the follow-
ing blade.

Pump Design and Test Facility

At the Pfleiderer-Institute the effect of rotating cavitation was
observed in two similar single-stage centrifugal pump impellers.
Both impellers were tested in a closed-circuit system with variable
system pressure. In order to generate a uniform circumferential
pressure distribution at the impeller outlet, a vaneless radial dif-
fuser was used instead of a volute. The diffuser itself was con-
nected to the upstream system by twelve 2.59 discharge pipes.
Figure 1 shows a cross-sectional view of the pump. The impeller
shroud and also the shroud-sided casing was made of plexiglas to
enable direct observations of the impeller. In Table 1 the design
parameters of both impellers are presented. The main differences
between both designs is the blade shape. Impeller 1 has blades
consisting of one circular arc meaning constant curvature between
inlet and outlet. Impeller 2 has blades of two different circular
arcs, a smaller one from inlet to nearly half of the chord and a
larger one up to the outlet. This impeller-geometry was used to
produce at least approximately a 2D flow field on one hand and to
ensure a good accessibility for the measurement technique on the
other hand.

Pressure Measurements. One blade of each impeller can be
fitted with piezo-resistive miniature pressure transducers at differ-
ent positions along the camber line of the middle span between
hub and shroud. These transducers can be used to measure the
static pressure on the surface of either the blade suction or the
blade pressure side~see @2#!. The unsteady pressure signals of
eight transducers are transmitted simultaneously using a telemetry
system, which allows one to analyze frequencies up to 2.5 kHz.
For the detection of rotating effects relative to the impeller four
additional transducers were mounted in the impeller hub near the
middle of the passage~see Fig. 2!.

Optical Measurements. To perform visual analysis of rotat-
ing cavitation a digital video camera~CCD-chip! operating in
frame integrating mode was used together with a frame-grabber
device and a stroboscopic light source. Due to the limited sam-
pling rate, an additional high speed camera with a sampling rate
up to 40,000 frames per second was used to record sequences of
rotating cavitation. These sequences allowed us to analyze the
development of single unsteady cavities during one or more revo-
lutions.
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Results and Discussion
Rotating cavitation was observed in both impellers at part load

conditions. In impeller 1 the effect occurred at a flow coefficient
of about 55% part load and below. In impeller 2 the phenomenon
starts at 66% part load. In both impellers the development and
characteristic of rotating cavitation was nearly identical. The in-

vestigations were mainly carried out at both impellers, but in the
following they will be analyzed for impeller 2. Due to the geo-
metric similarities, the physical mechanisms of rotating cavitation
derived from impeller 2 should be valid also for impeller 1.

Overall Performance and Head-Drop-Curves. Figure 3
shows the pump performance characteristic of impeller 2 and in
addition the NPSH-figures for incipient cavitation~IC! The design
point of 412 m3/h (w50.03) matches the efficiency characteristic
and the NPSHIC-curve. At flow coefficients lower than design
point, incipient cavitation occurs on suction side, above the design
point on pressure side of the blade. At the design point flow co-
efficient itself cavitation starts nearly simultaneously on both sides
of the blade.

The head-drop-curves for the impeller are presented in Fig. 4.
At the design flow coefficient and higher flow rates the head-drop-
curves show a sudden drop as it would be expected for pumps of
low specific speed. For a flow rate of 80% part load a significant
pressure rise can be seen before the following sudden-head-drop
occurs. This small increase in performance is also a known effect.
It can be explained by an additional lift to the blade due to an
attached cavity@3#. The video analysis for this operating point
confirms that the cavity is still attached to the suction side of the
blade.

In the head-drop-curves of 66% part load and lower flow rates
the filled symbols indicate the occurrence of rotating cavitation,
observed using the stroboscopic light source. Those parts of the
curves which are assigned to rotating cavitation show a significant
creeping head-drop, beginning just at the point where rotating
cavitation occurs. A remarkable fact is, that the phenomenon dis-
appears in the 66% and 55% curve at lower cavitation numbers
(s50.3...0.4). The pressure rise coefficient seems to recover a
little just after rotating cavitation has disappeared to show a more
classical sudden head-drop, when the cavitation number decreases
further.

The observed behavior of creeping head-drop is also well
known, mostly for impellers of medium or higher specific speed;
although normally no rotating cavitation was reported for those

Fig. 1 Cross-sectional view of the test pump

Fig. 2 Plane view of impeller 2

Fig. 3 Impeller 2 characteristic and incipient cavitation

Table 1 Design parameters of both impellers

Impeller 1 2

Blade shape 1-circular-arc 2-circular-arc
Inlet-B d1 260mm 260mm
Outlet-B d2 648mm 556mm
Blade inlet angle b1 17° 19°
Blade outlet angle b2 20° 23°
Passage width b 46mm 46mm
Number of blades z 5 5
Specific speed ns 27 27.5
Rotating speed n 9Hz 9Hz
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machines. Huang et al.@8# presented head-drop-curves of an in-
ducer showing a very similar behavior of creeping head-drop for
operating points with occurrence of cavitation oscillation.

Another important result of Fig. 4 is the position of onset of
rotating cavitation. Decreasing the flow rate, the cavitation num-
ber of beginning rotating cavitation (s I,Rot) increases.

In Table 2 the parameters/2a for onset of rotating cavitation is
shown. The incidence anglea was calculated using a constant
meridional velocity without swirl as the inlet condition. The para-
meters/2a for the beginning of rotating cavitation is nearly con-
stant for all flow rates. With this result, the phenomenon can be
understood as an impeller stability problem, which is driven by
the increasing cavity volume~or cavity length! in relation to the
incidence angle, according to@5# and@6#. The last row of Table 2
contains the cavitation number for the onset of rotating cavitation
at a flow rate of 80% if the parameters/2a is assumed to 2.33.

At the resulting cavitation numbers I,Rot50.33 the head-drop
curve is already within the region of sudden drop, meaning the
cavities are highly unsteady and no longer attached to the blade
surface. The low cavitation number and the unstable state of the
head-drop-curve is probably the reason why no rotating cavitation
occurs at this flow rate.

At the Technical University of Darmstadt a scaled model of
impeller 2 has been tested at the same Reynolds-number. This
impeller shows the same behavior as impeller 2 including the
shape of the head-drop-curves and the onset of rotating cavitation.
The values ofs/2a calculated for onset of rotating cavitation are
in a range of 2.50–2.80 for the model-impeller.

Video and High-Speed-Film Analysis. In Fig. 5 different
snapshots from a CCD-camera are presented. They were taken
during rotating cavitation at a flow coefficient of 45% (w
50.0136). The order of the frames is not a time-resolving se-
quence due to the average sampling rate of 7 Hz. Thus the frames
allow one to analyze different states of one blade in rotating cavi-
tation but not their time-dependent development. In comparison,
Fig. 6 shows the quasi-steady state of the same flow coefficient
just before rotating cavitation starts (s51.0...1.1). In Fig. 5 frame
1 and 2 show an attached cavity with a length similar to Fig. 6 but
a very small thickness. Frame 4 shows an even smaller cavity and,
similar to frame 2, the phase limit of the cavity according to the
blade ahead reaches into the passage. In frames 3, 5, and 6 the

Fig. 4 Head-drop-curves of impeller 2

Fig. 5 Snapshot of rotating cavitation at 45 percent part load „wÄ0.0136…

Table 2 Onset of rotating cavitation described by sÕ2a

Flow rate s I,Rot a s I,Rot/2a

0.35* wD 1.13 14.0° 2.31
0.45* wD 0.94 11.5° 2.34
0.55* wD 0.78 9.5° 2.35
0.66* wD 0.53 6.5° 2.34
0.80* wD ~0.33! 4.0° ~2.33!
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cavities have an extreme thickness and length~in frame 6 more
than half the blade length!; in 3 the cavity starts to separate, in 5
and 6 it is completely separated.

The same operating point is presented in the snapshots of Fig.
7. The blade is fitted with an array of fiber-probes~3 probes along
blade width! to indicate the local flow direction. Due to their
negligible inertia and the low significant frequencies of rotating
cavitation~see Fig. 10!, the probes can be used to get information
about the flow direction even in unsteady states. Figure 8 again
shows the quasi-steady state before rotating cavitation occurs.
~Due to a slightly different angle of view and of light, the cavity
seems less bright compared to Fig. 5.!

The state in frame 3 and 6 is similar to the one in frame 5 and
6 of Fig. 5. The suction-side probes also indicate the separation of
the cavity. In comparison, the pressure-side probes are orientated
at a small angle to the blade, in frame 6 even smaller than in Fig.
8. In frames 1 and 4 the cavity is small and thin; the suction-side
probes are attached to the blade while the pressure-side probes are
clearly separated. A similar small cavity can be seen in frames 2
and 5 but this time the probes indicate even backflow in the
pressure-side passage.
From analysis of Fig. 5 and Fig. 7 two different significant states
of rotating cavitation can be described:

~i! A small and very thin cavity on suction side is observed

together with a large cavity of the blade ahead, which
reaches into the passage. In this passage the flow is domi-
nated by backward orientated components.

~ii ! A large cavity on suction side according to an increased
local incidence angle means forward flow in the pressure-
side passage, probably even with a higher flow rate com-
pared to steady state.

For further analysis in Fig. 9 a sequence of sketches derived
from high-speed-film is presented for a flow ratew50.0165.
These sketches are a real time-resolving sequence showing the
same blades at each revolution.

At the first revolution blade 1 shows separated cloud cavitation
and the following blade 2 a very small attached cavity. One revo-
lution later the cavity of blade 1 is large but attached, while at
blade 2 strong cloud cavitation occurs. The next two revolutions
~3 and 4! the cavity of blade 1 shrinks and at revolution 5 and 6
the blade shows a small cavity, while the cloud cavitation of blade
2 has developed into an attached cavity. In the following this
cavity becomes still smaller~rev. 7 and 8! and a new cloud cavi-
tation develops at blade 1. At revolution 9 a state somewhere
between rev. 1 and 2 is reached again.

According to the analysis of Horiguchi et al.@9# and with re-
spect to Fig. 5 and Fig. 7 the mechanism can be explained as
follows: A large separated cavity~with cloud cavitation! means

Fig. 6 Quasi-steady state at 45 percent part load

Fig. 7 Snapshots of rotating cavitation at 45 percent part load „wÄ0.0136…, fiber-probe fitted blade

Fig. 8 Quasi-steady state at 45 percent part load
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blockage for the suction-side passage. Therefore the flow rate in
the following passage increases leading to a decrease in the local
incidence angle. In addition, the closure region of the larger cavity
of the first blade generates a velocity component with direction
onto the blade surface which also decreases the incidence angle of
the following blade. Thus the following blade shows a very small
cavity. If the cavity of the first blade becomes smaller, both ef-
fects, namely the blockage and the induced velocity, decreases
meaning a rapid increase in the incidence angle of the following
blade.

The interaction of the cavity of the first blade and the following
blade becomes even stronger if either the cavity becomes larger or
the separation angle between cavity and blade increases, both ef-
fects leading to an approach of the cavity toward the pressure side
of the following blade. This observation matches Table 2, mean-
ing that for an increased incidence anglea of the steady flow the
cavitation numbers can be higher to produce the same risk of
rotating cavitation.

In developed rotating cavitation two adjacent passages are op-
erating at different points of the impeller characteristic. The
blocked passage operates at a point with a lower flow coefficient
and the following, unblocked passage at a higher flow coefficient
compared to the one according to the current pump operating
point @8#. Consequently, the lower flow coefficient means a stron-
ger pressure rise in the passage and the higher flow coefficient
means a weaker pressure rise based on the current pump pressure
rise ~see Fig. 3!. The stronger pressure gradient suppresses the
development of cloud cavitation further into the passage while the
depression of the static pressure rise in the next passage allows the
clouds to be carried forward in it.

Once the incidence angle of the second passage has risen and
cloud cavitation has developed, these clouds produce increasing
blockage in this passage, lowering the flow rate, while the sup-
pressing effect of the pressure gradient in the first passage is lead-
ing to an increasing flow rate.

Frequency Analysis. The fast-fourier-transformation of the
unsteady pressure signals taken at blade suction side and impeller
hub is presented in Fig. 10. For the transducer-position, see Fig. 2.
The left side shows the FFT at an operating point just before
rotating cavitation occurs, the right side at fully developed rotat-

ing cavitation. In the first state~left side! the dominating peak on
blade suction side an impeller hub is the impeller rotating fre-
quency of 9Hz. In addition, on blade suction side several frequen-
cies can be seen resulting from the unsteady cavity collapse. As
expected, the amplitude of these frequencies depends on the po-
sition of each transducer at the blade.

In developed rotating cavitation~right side! more dominating
peaks can be found, all of them below 9Hz. They are in very good
agreement at blade suction side and impeller hub and they are
each shown by all transducers. These new significant peaks have
to be assigned to the effect of rotating cavitation, further analysis
shows that all of them disappear if rotating cavitation disappears
~see Fig. 4,w566% and 55%!. The frequency of these peaks
depends on the flow rate and the state of rotating cavitation. An
assignment of the observed frequencies to the mechanisms of ro-
tating cavitation has to take the following aspects into account:

~i! Rotating cavitation propagates against the direction of the
impeller ~backward in the impeller-relative system!; the
propagation frequency in the impeller system is low com-
pared to the impeller frequency of 9Hz, see Fig. 9.

~ii ! Superimposed with the pure propagation is the frequency
of cloud cavitation~Fig. 9!; this frequency must be signifi-
cantly higher than the propagation rate.

~iii ! The observation shows that there are two similar cells of
rotating cavitation within the impeller; this can also be
estimated from Fig. 9. A rotating cycle seen by one blade
can be described as follows: small cavity-strong cloud
cavitation-large attached cavity.
Looking at the three adjacent blades at the first time step in
Fig. 9, this means that blade 1 is somewhere in the middle
of its cycle, while blade 2 is at the beginning and blade 3 is
at the end of its cycle. Thus, in the lower half of the im-
peller there must be one blade being near the beginning of
a cycle.
This observation is confirmed by the investigations at TU
Darmstadt~see section, Optical Measurements! where the
tested scale-impeller shows also two cells within one im-
peller revolution.

~iv! A cross-correlation~not presented in this paper! of the hub
pressure transducers shows a good signal agreement for the

Fig. 9 Sketches of rotating cavitation from high-speed film, wÄ0.0165
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three adjacent transducer-pairs (8→7,7→6,6→5) each af-
ter Dt1,2,350.099s. Correlating the last and the first trans-
ducer (5→8) the agreement is fairly good forDt45
50.247s. This leads to a propagation time ofDt5Dt1
1Dt21Dt31Dt4550.544s for one rotation, which also
can be found in a correlation of transducer 8 with itself.

Using all these aspects the right side of Fig. 10 can probably be
explained as follows: The lowest frequency at this operating point
( f 1'1.8 Hz'1/(0.544 s)) marks the propagation velocity of ro-
tating cavitation. The next peak (f 2'3.6 Hz) is due to the two
cells within the impeller, both propagating with the lower fre-
quency. The other peaks~f 3'5.4 Hz andf 4'7.2 Hz! are guessed
to be multiple frequencies of the two above mentioned, but they
also could be caused by cloud cavitation.

Conclusions

1. Rotating cavitation was observed in two similar impellers of
a centrifugal pump of low specific speed. The same phenom-
enon was also found in a scaled pump running at the same
Reynolds number.

2. The occurrence of rotating cavitation was assigned to a typi-
cal shape of the head-drop-curves, called creeping-head-
drop.

3. For all investigated flow coefficients the onset of rotating
cavitation can be described by a constant parameters/2a.
That means, at operating points of higher incidence angle
~part load conditions! the cavitation number can also be
higher and thus the state of cavitation can be weaker to
produce the same instability.

4. The propagation of the phenomenon can be explained by an
interaction of the cavity~related blockage and velocity com-
ponent near the cavity closure region! and the leading edge

of the following blade. Within one impeller-revolution two
cells of rotating cavitation were observed at all operating
points.
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Nomenclature

b 5 passage width
d 5 diameter
f 5 frequency
g 5 gravity
H 5 head
M 5 mass-flow-gain factor
n 5 impeller rotating speed

ns 5 specific speed
p 5 static pressure

pn 5 vapor pressure
U 5 upstream mean velocity
V̇ 5 volume flow
z 5 number of blades
a 5 incidence angle
b 5 blade angle
r 5 density
h 5 efficiency
s 5 cavitation number 2* (p12pn)/rU2

w 5 flow coefficient 4* V̇/(d2
3p2n)

Fig. 10 FFT of pressure signals: Blade suction side „top … and impeller hub „bottom …, quasi-steady cavita-
tion „left … and within rotating cavitation „right … at 45 percent part load, „wÄ0.0136…
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c 5 pressure rise coefficient 2* gH/(d2
2p2n2)

1 5 inlet
2 5 outlet
D 5 design point
IC 5 incipient cavitation
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Numerical Study of Rotating Stall
in a Pump Vaned Diffuser
This paper treats the flow instabilities in a vaned diffuser by using CFD. A commercial
code with the standardk-« turbulence model was used for the present work. It was found
that the flow instabilities in the vaned diffuser: i.e., rotating stall, alternate blade stall,
and asymmetric stall, could be simulated by the present calculations. These instabilities
were observed in a range with negative slope of the pressure performance curve of the
diffuser. The rotating stall onset flow rate is larger for the case with larger clearance
between the impeller and diffuser vanes.@DOI: 10.1115/1.1459076#

Introduction

For low specific speed centrifugal pumps with vaned diffuser,
dents in the performance curve are occasionally observed. These
dents are often attributed to the flow instabilities in the vaned
diffuser with diffuser stall. With the aim of improvement of per-
formance curve instabilities, Hergt et al.@1#, and Eisele et al.@2#
made experimental observations of the internal flow in vaned dif-
fusers at low flow rate.

The application of CFD code is becoming popular for the in-
vestigation of the detailed 3-D flow and unsteady phenomena in
pumps. Shi et al.@3# calculated the pressure fluctuation caused by
the interaction between the impeller and vaned diffuser. Nohmi
et al.@4# analyzed the flow in the vaned diffuser with U-bend and
return channel. In addition, Torbergsen@5# could simulate the ro-
tating stall with reverse flow in the axial-type vaned diffuser
coupled with a centrifugal impeller.

In previous experimental study on a vaned diffuser~Sano et al.
@6#!, several types of stall in the vaned diffuser were observed,
such as the rotating stall, alternate blade stall, and asymmetric
stall. The flow rate, and the amount of the clearance between the
impeller and diffuser affected the diffuser flow instabilities, which
could be related to the change in the diffuser pressure perfor-
mance curve.

In the present study, numerical analyses of the flow instabilities
in the vaned diffuser were carried out by using a commercial
software focusing on the effects of diffuser pressure performance
and the impeller/diffuser clearance. In addition, the experiments
were carried out for the purpose of visualizing the flow field under
the stalled condition, and the results were compared with the
calculations.

Calculation Model

Navier-Stokes Code. In present study, a commercial software
package was used for the calculation, the code ‘‘SCRYU/Tetra for
Windows’’ from SOFTWARE CRADLE Co., Ltd. The transport
equations are discretized using a finite-volume method. The code
solves the Reynolds averaged Navier-Stokes equations in primi-
tive variable form. The effects of turbulence were modeled using
the standardk-« turbulence model. To make the simulation timely
economical, a wall function is used to resolve the wall flows.

Geometry and Boundary Conditions. Figure 1 shows two
calculation models used in this study. Model A~for vaned diffuser
without impeller! consists of eight vaned diffuser. Inlet vane angle
is b3511.5 degrees. The diameter of diffuser inlet,D3 , is 155.2
mm, and the diameter of inlet boundary,D2 , is 141.1 mm~for
D3 /D251.10!, or 122.2 mm~for D3 /D251.27!. For comparison
with Model A with eight vanes, Model A1 and A2 with one and
two diffuser channels, respectively, as shown in Fig. 1~a!, are also
considered. In these models, periodic boundary conditions are ap-
plied on the internal boundaries.

Model B is a model combined with seven bladed impeller with
22.5 degrees logarithmic spiral blades. The outlet diameter of im-
peller, D2 , is the same as that of the inlet boundary of Model A
for comparison, so thatD3 /D251.10 or 1.27. The rotating impel-
ler grid and stationary diffuser grid are connected using the dis-
continuous coupled grids~moving grid method! ~Jaworski et al.
@7#!. Eight black dots~No. 1 – 8! in Figs. 1~a!, ~b! show the loca-
tions of the reference pressure,p3 , at the diffuser inlet for each
diffuser channel. Both models have the same outlet boundary di-
ameterD45238.4 mm.

The original code is for 3-D analysis. Time saving calculations
are carried out in the present study using the following methods.
Only one element is used in the thickness direction~thickness is
constant 3.0 mm!, and slip boundary conditions are applied on
sidewalls, while non-slip conditions are applied on impeller/
diffuser vane surface with wall function. So, it is possible to say
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that these calculations are close to the two-dimensional ones. Con-
stant pressure (p450) is assumed on the outlet boundary. For
Model A, a prescribed uniform swirl flow with flow angle~b! is
assumed at the calculation inlet boundary. For Model B, a uniform
radial flow with flow rate~f! is assumed at the inlet boundary.

The Reynolds number, Re5D2u2 /n, was about 105 throughout the
present study. Unstructured 33104 grids are used for Model A,
with similar density grids for Model A1 and A2. For Model B,
63104 grids are used. To improve the computational accuracy,
smaller grid is used in the region between impeller discharge and
diffuser inlet, as shown in Fig. 1~c!. The grid density in this region
is higher than that in other regions. In addition, to examine the
grid size, double density grid model with 133104 grids for Model
B was calculated. The results calculated with fine grid were al-
most the same as original ones. Unsteady calculation with Courant
number equal to one was performed in this study. When all vari-
eties become constant in time or show the stable oscillation, we
regarded that state as the answer for the prescribed boundary and
initial conditions.

Results and Discussions

Flow Simulations of Vaned Diffuser Without Impeller
„Model A, A1, and A2…. The pressure performance of the dif-
fuser is represented by the diffuser outlet static to diffuser inlet
total pressure coefficient,cd , defined by the following equation:

cd5
p3t2p4

rnu3
2 (1)

where p3t is the total pressure at diffuser inlet reference points
shown in Fig. 1, andp4 is the static pressure at the outlet bound-
ary, vu3 is the circumferential velocity at the diffuser inlet. Note
that vu3 is used as the reference velocity. The 2-D linear stability
analysis using an actuator disk model~Yoshida et al.@8#! shows
that the rotating stall occurs in the range where the slope ofcd
2f plot is negative.

The diffuser pressure performances,cd , versus flow angle,
tanb/tanb3, for each diffuser channel are shown in Fig. 2. Upper
figures in Fig. 2 show the results for Model A1 and A2. Lower
figures show for Model A with the results of Model A1 for
comparison.

In case ofD3 /D251.10 on Model A2, the pressure in each
channel is different with each other in the range where the slope
of cd for Model A1 is negative. For Model A, the pressures in
eight channels differ in the same flow range. However, no propa-
gation was observed. This is herein called an ‘‘asymmetric stall.’’
Figure 3 shows a typical flow field of the asymmetric stall, for
D3 /D251.10, tanb/tanb350.3. A high-pressure region occupies
the range from the throat to the inlet of Channel 1, and the pres-
sure at inlet in Channel 2 is lower than that in Channel 1. A
reversed flow is observed in Channel 1, but not in Channel 2. The
outward flow from the inlet boundary is blocked by the flow re-
versal in Channel 1, and the flow turns into the Channel 2 through
the narrow clearance between the diffuser leading edge and inlet
boundary. This ‘‘leakage flow’’ is accelerated around the clear-
ance, and the pressure at the inlet of Channel 2 is lower than that
in Channel 1. In the experimental study about eight vaned diffuser
~Sano et al.@6#!, ‘‘alternate blade stall’’ was observed; i.e., the
inlet pressure varies high and low in alternate channels. The flow
pattern and the pressure distribution in the experiment were very
close to the asymmetric stall observed in Model A2 with two
channels periodic boundary condition.

In the case ofD3 /D251.27 with wider clearance between the
diffuser and inlet boundary, two types of flow instabilities were
observed in the range with the negative slope ofcd for Model A1.
The asymmetric stall was observed only at conditiond
(tanb/tanb350.3), and the rotating stalls with one cell were ob-
served at the conditionsa, b, c, and e in Fig. 2~b!. Figure 4~a!
shows the cross spectrum of the pressure fluctuations in two ad-
jacent channels, shown in terms of propagation velocity ratio for
various flow conditions. In this figure, horizontal axis shows the
propagation speed of stall cell (vp) normalized by tangential ve-
locity at inlet boundary (vu2). Figures 4~b! and~c! show the tem-
poral waveform of the inlet pressure (p3) under the forward ro-

Fig. 1 Calculation model. Eight black dots, No. 1 – 8, show the
locations of pressure reference points at diffuser inlet „p3…. „a…
Model A, A1, and A2; „b… Model B; „c… magnification of the com-
putational grid around the diffuser inlet
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tating stall (vp /vu2.0) at conditionb, and the backward rotating
stall (vp /vu2,0) at conditione, respectively. Forward rotating
stalls were observed also at conditionsa andc. If we consider the
asymmetric stall to be a kind of the rotating stall with zero propa-
gation speed ratio, we can say that the propagation speed ratio
increases as the flow rate decreases.

From these numerical results for the vaned diffuser without
impeller, it was found that the flow instabilities in the vaned dif-
fuser, such as rotating stall and asymmetric stall, occur when the
slope of the diffuser pressure coefficient,cd is negative. As we
increase the flow rate through a diffuser channel with constant
circumferential velocity in the range with negative slope ofcd ,
the diffuser pressure recovery increases and the diffuser inlet pres-
sure decreases if the diffuser outlet pressure is kept constant.
Then, the flow toward the channel increases further. This is the

principal reason that the flow instabilities in the vaned diffuser
occur depending on the slope of the diffuser pressure coefficient,
cd .

Flow Simulations of Vaned Diffuser With Impeller „Model
B…. Flow simulations of a vaned diffuser with seven bladed im-
peller and outlet diameter,D2 , were carried out forD3 /D2
51.10 and 1.27. Diffuser pressure coefficient,cd , impeller inlet
total to diffuser inlet static pressure coefficient,cs , and impeller
inlet total to diffuser outlet static pressure coefficient,c, are
shown in Fig. 5. cs , and c are defined as the following
equations:

cs5
p32p1t

ru2
2 (2)

c5
p42p1t

ru2
2 (3)

whereu2 is the peripheral speed of the impeller outlet, andp1t is
the total pressure at the inlet boundary. The diffuser pressure per-
formance,cd , for Model A1 is also shown in the upper figures in
Fig. 5 for reference. Flow angle tanb for Model A1 was converted
into the flow coefficientf in Fig. 5 by using the Euler head
obtained by two-dimensional singularly method.

For both D3 /D251.10, and 1.27 with Model B, the rotating
stalls were observed in the range wherecd for Model A1 has
negative slope. The propagation speed ratioVp /V ~Vp : rotating
stall propagation speed,V: impeller rotational speed! of the ob-
served rotating stall is also shown in the figures. At several flow
rates, asymmetric stall was observed simultaneously with the ro-
tating stall. However, the magnitude of pressure deviation of the

Fig. 2 Diffuser pressure performances for each channel. Up-
per figures show the results of periodic calculation „Model A1,
and A2 …. Lower figures show those of Model A with Model A1
for comparison. „a… D3 ÕD2Ä1.10; „b… D3 ÕD2Ä1.27

Fig. 3 Flow field under the asymmetric stall condition „Model
A, D3 ÕD2Ä1.10, tan bÕtan b3Ä0.3…. Flow pattern is different be-
tween Channel 1 and Channel 2. „a… Velocity vector; „b… Pres-
sure contour
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asymmetric stall is less than that observed in Model A. From the
comparison between Model A~Fig. 2!, and Model B~Fig. 5!, it
was found that the rotating stall occurs more easily in Model B.
This can be explained as follows. For Model A, the velocity at the
inlet boundary is kept constant irrespective of the pressure recov-
ery in the diffuser. However, for Model B, the flow at the diffuser
inlet can respond to circumferential pressure distribution devel-
oped by non-identical flow condition in the diffuser. This flow
re-distribution at the diffuser inlet is considered to be the cause of
the smaller pressure non-uniformity for Model B with the impel-
ler. The rotating stall starts to occur at larger flow rate with larger
impeller/diffuser clearance (D3 /D251.27). This can be ex-
plained as follows. With smaller clearance, stabilizing effect of the
impeller with negative slope ofcs is suppressing the onset of the
diffuser rotating stall. However, with larger clearance, the cou-

pling between the impeller and diffuser is smaller, and the diffuser
rotating stall starts to occur as soon as the slope of diffuser pres-
sure performance becomes negative.

We observed three types of rotating stall for Model B from the
viewpoint of the propagation speed ratio. First one was such a
rotating stall with Vp /V'0.10, second one with aboutVp/V
'0.3, and thethird one was larger thanVp/V'0.7. Figure 6
shows the typical flow field under rotating stall with lower propa-
gation speed, forD3 /D251.10,f50.03,Vp /V50.10, N52 ~N:
number of cells!.

Figure 6~a! shows the pressure fluctuations at the reference

Fig. 4 Propagation speed and temporal wave form of the pres-
sure fluctuation caused by forward Õbackward rotating stall at
several flow rates „Condition a to e … shown in Fig. 2 „b…, for
D3 ÕD2Ä1.27 „Model A …. „a… Propagation speed v p Õvs2 ; „b… for-
ward rotating stall for tan bÕtan b3Ä0.18 „condition b …; „c… back-
ward rotating stall for tan bÕtan b3Ä0.35 „condition e …

Fig. 5 Pressure performance and propagation speed ratio of
rotating stalls „Model B …. Diffuser pressure performance of
Model A1 is shown for comparison. „a… D3 ÕD2Ä1.10; „b…
D3 ÕD2Ä1.27
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points (p3) located at deferent circumferential positions~separa-
tion angle 45 degrees! in two adjacent channels. Figures 6~b! and
~c! show the cross spectrum, and the cross phase delay between
these pressure fluctuations. From the temporal waveforms of
Channel 1 and 2, it was found that the stall is propagating in the
same direction as the impeller rotation. The cross spectrum of
pressure fluctuations shows that there are dominant frequencies
at 73 f * , and 0.23 f * . These are the blade passing frequency
~number of impeller vanes is 7!, and the propagating frequency
of rotating stall (N3Vp /V50.20), respectively. The cross
phase delay of the frequency 0.23 f * is about 290 degrees
(5245 degrees32). From this cross spectrum analysis, it could
be found that the rotating stall has two stall cells (N52), and the

propagation speed ratioVp /V50.10. Figures 6~d! and ~e! show
the absolute velocity vector and pressure contour. In Channel 1,
just under stalled condition, there is a reverse flow from the chan-
nel discharge to throat. The higher pressure region in Channel 1
extends to diffuser inlet, like as the asymmetric stall~Channel 1 in
Fig. 3!. The flow from the impeller turns to the next Channel 2.
The reverse flow is not observed in Channel 2, but the velocity in
Channel 2 is much higher~jet flow! than the other Channels. And
the pressure at the inlet of Channel 2 is lower than that of Channel
1. The reverse flow and jet flow within the diffuser channel under
the rotating stall were also observed with the experimental flow
visualizations by Hergt et al.@9# and Sinha et al.@10#. The pres-

Fig. 6 Pressure fluctuations at the diffuser inlet, absolute velocity vector, and pressure contour around Channel 1 and 2 under
the rotating stall obtained by the CFD simulation „D3 ÕD2Ä1.10, fÄ0.03, Vp ÕVÄ0.10, NÄ2…. „a… Pressure fluctuations in
Channel 1 and 2; „b… cross spectrum of the pressure fluctuations between Channel 1 and 2; „c… cross phase delay of the
pressure fluctuations between Channel 1 and 2; „d… absolute velocity vector; „e… pressure contour
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sure fluctuation and turbulent flow are limited in the diffuser chan-
nels or vaneless region within impeller/diffuser clearance, so that
it could be concluded that this is the rotating stall in the vaned
diffuser.

Moreover, the rotating stall with higher propagation speed ratio
(Vp /V'0.3) and one stall cell is observed in the condition of
D3 /D251.10, at lower flow ratef50.01 where the impeller per-
formance curvecs2f has positive slope. The turbulent flows,
i.e., reverse flow and jet flow, are observed not only in the diffuser
channels, but also in the impeller channels. Non-uniform flows in

the diffuser and impeller channels caused by the stall are coupled
with each other and propagate together. From these results, it is
possible to say that this is the impeller/diffuser coupled rotating
stall.

In case of larger clearanceD3 /D251.27, atf50.01, and 0.02,
where the impeller performance curve,cs , has strong positive
slope, we observed two rotating stalls simultaneously. One is with
lower propagation speed ratioVp /V'0.13 and one stall cell.
Higher turbulence was observed in diffuser channels and vaneless
region within impeller/diffuser clearance. The other is with higher

Fig. 7 Pressure fluctuations at the diffuser inlet, and instantaneous pictures around Channel 1 and 2 under the rotating
stall obtained by the experiment „D3 ÕD2Ä1.10,fÄ0.03,Vp ÕVÄ0.08,NÄ3…, uncertainty in fÁ0.003, in Vp ÕVÁ0.002, in
DcÁ0.002, in phase delay Á3 degrees. „a… Pressure fluctuations in Channel 1 and 2; „b… cross spectrum of the pressure
fluctuations between Channel 1 and 2; „c… cross phase delay of the pressure fluctuations between Channel 1 and 2; „d…
reverse flow at the diffuser outlet; „e… jet flow in the channel
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propagation speed ratioVp /V larger than 0.70 and one stall cell.
Higher turbulence was observed mostly at the impeller inlet, and
this turbulence region propagated from blade to blade. Hence the
former is the rotating stall in the vaned diffuser, and the latter is
the rotating stall in the impeller. In this case, these stall cells
propagated independently, not coupled at all. This is because the
interaction between the impeller and diffuser is smaller than that
in case ofD3 /D251.10.

Comparison With Experimental Results. To confirm these
calculation results, experimental investigations were carried out.
The geometries of the impeller and diffuser in experimental pump
were the same as the computational Model B ofD3 /D251.10
except the channel height (b2515 mm). The test impeller has the
axial inlet but the impeller has two-dimensional blades. Blade
profiles of the impeller and diffuser are constant for height direc-
tion. Working fluid is water, and the impeller rotates at 600 rpm,
so the Reynolds number, Re5D2u2 /n, in the experiment is 7.1
3105, although that is 2.43105 in the calculations.

Two types of measurements were conducted to observe the ro-
tating stall. The first is to visualize the flow field in the diffuser
channel by using the polystyrene particles with averaged density
1000 kg/m3, 0.7 mm in diameter as tracers, and digital still cam-
era. The streamlines obtained by taking instantaneous pictures
with a fixed shutter speed were examined. The second is to mea-
sure the pressure fluctuations in the adjacent diffuser channels
~circumferential separation angle 45 degrees!. From the cross
spectrum between the pressure fluctuations, the propagation speed
ratio and the number of rotating stall cells were examined.

Typical pressure fluctuations and visualization atf50.03 in the
experiment are shown in Fig. 7 compared with the CFD results as
shown in Fig. 6. Temporal waveforms of the pressure fluctuations
at the diffuser inlet, and the cross spectrum and the phase delay of
the pressure fluctuations are shown in Figs. 7~a!, ~b!, and ~c!,
respectively. It was found that the propagating direction is the
same as the impeller rotation from the temporal waveforms in two
adjacent channels. Two dominant frequencies exist in the cross
spectrum, one is rotating stall frequency (0.243 f * ), and the other
is blade passing frequency (73 f * ). The cross phase delay of the
frequency 0.243 f * is about 2135 degrees (5245 degrees
33). From this cross spectrum analysis, it was found that
this rotating stall has three cells, and propagation speed ratio
Vp /V50.08.

Figures 7~d! and~e! show the pictures at different time. In Fig.
7~d!, reverse flow from the diffuser discharge to throat was ob-
served in Channel 1, although the flow in Channel 2 is normal.
After a few moments from this picture, the region of reverse flow
moved to Channel 2. On the contrary, jet flow appeared in Chan-
nel 1 as shown in Fig. 7~e!. These visualized flow patterns and
propagation speed ratio were close to those of the vaned diffuser
rotating stall in CFD simulations as shown in Fig. 6, although the
number of stall cells is different.

At the lower flow rate (f50.015) in the experiment, the rotat-
ing stall with higher propagation speed ratio (Vp /V50.47) and
one stall cell is observed from the cross spectral analysis of the
measurements of the pressure fluctuation. Unfortunately, we could
not visualize the flow field in the impeller in the relative flame in
the experiment. However, this rotating stall could be considered as
the impeller/diffuser coupled rotating stall from the similarity in
the onset of the flow rate, propagation speed ratio, and the number
of stall cell between the experimental result and CFD result at
f50.01.

Conclusions
From the numerical and experimental results and discussions,

the following conclusions can be summarized:

1 The flow instabilities in the vaned diffuser, such as the
rotating stall, alternate blade stall, and asymmetric stall, occur
in the range with negative slope of the diffuser pressure perfor-
mancecd .

2 As we increase the clearance between the impeller and the
diffuser in the present calculation model, the diffuser rotating stall
occurs more easily caused by the decoupling of impeller/diffuser
flow.

3 In case of smaller clearance, the impeller/diffuser coupled
rotating stall was observed at low flow rate. In case of wider
clearance with smaller interaction between the impeller and dif-
fuser, the impeller rotating stall occurs independently from the
diffuser rotating stall at low flow rate.

4 The switching between the reverse flow and jet flow in the
diffuser channel was observed under the rotating stall condition
both in CFD and the experiment.
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Nomenclature

b2 5 impeller width
D2 5 diameter of inlet boundary~see Fig. 1~a!!, or diam-

eter of impeller outlet~see Fig. 1~b!!
D3 5 diameter of diffuser inlet~see Fig. 1!
D4 5 diameter of outlet boundary~see Fig. 1!

f 5 frequency
f * 5 nondimensional frequency52p f /V
N 5 number of rotating stall cells
p 5 pressure

Dp 5 pressure fluctuation
p1t 5 total pressure at impeller inlet
p3 5 static pressure at diffuser inlet
p4 5 static pressure at outlet boundary
Re 5 Reynolds number5D2u2 /n
r 2 5 radius5D2/2

t 5 time
t* 5 nondimensional time5tV/2p, or tnu2/2pr 2
u2 5 peripheral speed of impeller outlet
vp 5 propagation velocity of rotating stall

v r2 5 radial velocity at impeller outlet
vu2 5 circumferential velocity at impeller outlet
vu3 5 circumferential velocity at diffuser inlet

b 5 flow angle5arctan(vr2 /vu2)
b3 5 blade angle at diffuser inlet
f 5 flow coefficient (5flow rate/pb2D2u2)
n 5 kinematic viscosity
r 5 density
c 5 impeller inlet total to diffuser outlet static pressure

coefficient5(p42p1t)/(ru2
2)

cd 5 diffuser outlet static to diffuser inlet total pressure
coefficient5(p3t2p4)/(rvu3

2 )
cs 5 impeller inlet total to diffuser inlet static pressure

coefficient5(p32p1t)/(ru2
2)

Dc 5 coefficient of unsteady pressure
fluctuation5Dp3 /(ru2

2)
V 5 impeller rotational speed

Vp 5 rotating stall propagation speed
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Numerical Turbulent Simulation
of the Two-Phase Flow
(Liquid/Gas) Through a Cascade
of an Axial Pump
The main goal of the present work is to establish the analysis of a numerical turbulent
simulation of an axial pump cascade under two-phase flow presence of liquid and gas,
coupled with the ‘‘k-«’’ turbulent model. This knowledge is very important for different
applications, for example in the oil industry. Indeed, the transport of two-phase flow (oil
and gas) that comes from the well implies the utilization of separation and treatment
facilities before pumping. It means that a number of economical resources are involved in
this kind of industrial operation. Therefore, depending on the function optimization of this
type of two-phase pump, it would permit the substitution of the traditional expensive
facilities, in addition to energy cost savings. In order to predict the fluid dynamics char-
acteristics of an axial pump cascade under two-phase flow conditions with a view to
improving its performance, the present research will describe a multifluid model in order
to solve the momentum equations (Navier-Stokes) coupled with the continuity equation.
Here, we will use a modified ‘‘k-«’’ turbulent model, taking into account the viscosity of
the liquid phase and the compressibility of the gas phase, using the CFD simulator:
CFX-4.0. As a consequence of this numerical simulation, we will be able to optimize the
design of a cascade of an axial two-phase pump and therefore obtain its optimum point of
operation. @DOI: 10.1115/1.1471533#

Introduction
There have been several attempts to develop correlations that

predict pump performance in two-phase flow. Most of them have
tried to fit the data measured by means of multiplier factors, which
do not reflect the physics of the process. This blind search for a
‘‘fudge factor’’ not only is bound to give performance plots with
much scatter, but it will give results applicable only to a pump-
system configuration operating under the same conditions.

The criticisms expressed above are not intended to mean that all
previous work is useless. On the contrary, a great deal of useful
data has been reported. The problem is that the lack of knowledge
as to what happens inside the pump and how geometry affects the
performance makes the correlation of the data difficult. A good
understanding of the phenomena would bring confidence to the
correlations and would allow, perhaps, the extrapolation of the
results to other systems. Therefore, we will briefly introduce a
review of the state-of-the-art of two-phase flow in pumps.

Cooper@1# used a homogeneous two-phase flow model to simu-
late theoretically the flow in turbopump inducers. The principal
interest, however, was to model cavitating flows.

Murakami and Minemura@2,3# reported in two papers the effect
of entrained air on the performance of a centrifugal pump and the
effect of the number of blades. Visual observations were done
which in turn allowed them to correlate the bubble size in the
impeller passages as a function of homogeneous void fraction and
pump speed. The experimental evidence is supported by dynami-
cal analysis of pump head, impeller work, and head losses.

Muench@4# described the use of the energy equation to define
pump head in two-phase flow. This method was used to fit the
Aerojet Nuclear Company~ANC! pump data. Rohatgi@5# has
presented a pump model for two-phase transient flow. The model

requires empirical data, i.e., single-phase and two-phase homolo-
gous head curves, and the author selected data from ANC.

Heidrick and Hancox@6# contributed a paper on centrifugal
pump behavior in steady and transient steamwater flows with low-
specific speed. Experiments with both horizontal and vertical in-
flow of two-phase mixtures were performed for forward and re-
verse flow. The data presented agree with ANC pump data. Grison
and Lauro@7# discussed the possibility of critical two-phase flow
in a centrifugal pump from the theoretical and experimental view-
point.

Mikielewicz et al. @8# presented a semi-empirical two-phase-
flow pump model and correlated B&W data by means of the head-
loss ratio. Turbomachinery theory was applied to obtain expres-
sions to describe the pump performance. The head-loss ratio is
shown to be a function of pump geometry, inlet void fraction, and
operation point~flow-coefficient effect!.

Wilson et al.@9# has made an extensive review of all the pre-
vious work up to 1978.

For prediction of the two-phase flow performance, the methods
based on head-loss ratio~Mikielewicz et al.@8#, Minemura et al.
@10#!, homologous curve method~Nilsson@11#!, or polar homolo-
gous curve method~Minato @12#! are available, after correlating
such parameters with the data experimentally obtained. It is, how-
ever, desirable to establish a numerical method by which the ef-
fects of the design parameters of a pump on its two-phase flow
performance can be individually investigated, especially in rela-
tion to the development of offshore oil fields~De Donno@13#!.

Regarding numerical prediction methods, Furuya@14# has pro-
posed a one-dimensional, incompressible two-fluid model. This
model has been extended to a condensable two-fluid model~Fu-
ruya and Maekawa@15#! which is successively employed in the
studies by Calvin et al.@16# and Noghrehkar et al.@17#.

There is also a two-dimensional singularity method by Nish-
iyama et al.@18# and a three-dimensional method using a quasi-
harmonic equation based on a bubbly flow model by Minemura
and Uchiyama @19,20#. Weiss @21# also developed a two-
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dimensional singularity potential method and superposed a bubbly
flow model to predict the performance of axial pumps and con-
firmed well with the experimental data~Weiss et al.@21–23#!.

However, all these theoretical and numerical methods are ob-
tained by assuming the fluid is inviscid, so that the pump head
obtained is a theoretical one, and does not include hydraulic
losses.

On the other hand, Minato@13# proposed a simple method to
solve the momentum equations of both phases without regard to
the changes in void fraction and pressure gradient within the im-
peller. Fujie @24# has solved the one-dimensional momentum
equations for both phases using a friction loss coefficient obtained
when the hydraulic torque becomes zero and taking the effect of
the transitional flow from the impeller to the stationary volute
casing into account.

But the handling of the constitutive equations of the two-fluid
model is quite different from others and consideration of the ve-
locity triangle at the impeller exit is not so consistent. Van Den
Hove and Geffrage@25# also solve the one-dimensional momen-
tum equations, though they ignored the significant effect of the
slip velocity due to finite number of the impeller blades.

Minemura et al.@26# developed a consistent one-dimensional
model, by extending Furuya’s two fluid model@14#, taking into
account the related energy changes in the transitional flow from
the rotating impeller to the stationary volute casing. This model is
also applied to solve the two-phase flow performance of radial
flow pump having a low specific speed, and confirmed with the
experimental data@10#, after investigating the applicability of
various and representative constitutive equations for pipe flow.

To grasp analytically the characteristics of axial two-phase flow
pumps and to make it possible to improve their performance, the
present work describes a consistent multifluid model to solve the
turbulent momentum equations coupled with the continuity one,
with fluid viscosity and gas-phase compressibility, available in a
CFD simulation code, called CFX-4.0. We introduce functions to
the code for turbulence energy coefficient~k! and the energy dis-
sipation rate~«!, which were adjusted to the same scale order of
our physical model. These functions allowed obtaining a numeri-
cal convergence less than 1E-04 for the residual mass. The nu-
merical results are compared with experimental data for an axial
pump obtained in experimental facilities designed and built for
these purposes.

Problem Formulation
Multiphase flow refers to the situation where more than one

fluid may be present, each possessing its own flow field. Examples
are water droplets falling in air, gas bubbles rising in a liquid,
steam-water flows in a boiler, oil-gas-water flows in an oil well,
etc. We may also model the conveyance of large numbers of solid
particles in gas or a liquid by treating the solid particle phase as a
separate fluid. This is an alternative to the Lagrangian particle
model and is particularly appropriate when the number of par-
ticles that are needed in a Lagrangian simulation is large.

From the above examples, we see that the term ‘‘phase’’ is
applied in a wider sense than its usual usage in thermodynamics.
By ‘‘thermodynamic phase’’ we mean the familiar distinction be-
tween solid, liquid and gaseous phases of the same species. The
‘‘phases’’ of a multiphase flow may be quite different chemical
species.

Therefore, multiphase flow should not be confused with multi-
component flow. In the latter, the species are mixed at the molecu-
lar level. The model equations solve for common velocity and
temperature fields, and mass transfer of one species into another is
governed by diffusion driven by concentration gradients. In multi-
phase flows, the species are mixed at much larger scale than mo-
lecular length scales. They are given potentially different velocity
and temperature fields etc., and these interact via empirically
specified ‘‘Inter-Phase Transfer’’ terms. For example, if cold par-
ticles are injected into a fast flowing stream of hot air, the particles

will be accelerated by inter-phase drag, and will be heated up by
heat transfer across the phase boundary. Finally in the literature,
there are two basic multiphase models available—the multifluid
model and the homogeneous model.

The Multifluid Model. In the multifluid model, there is one
solution field for each phase separately. Transported quantities
interact via inter-phase transfer terms. For example, two phases
may have separate velocity and temperature fields, but there will
be a tendency for these to equalize through inter-phase drag and
heat transfer terms. The multifluid model is solved using the Inter-
Phase Slip Algorithm~IPSA! of Spalding@27#.

Phases are labeled by Greek indicesa, b, g. The number of
phases is denoted byNb The volume fraction of each phase is
denoted byr a . The generic scalar advection-diffusion equation
takes the form:

]

]t
~r araFa!1¹•~r a~raUaFa2GaDFa!!

5r aSa1(
b51

Nr

cab~Fb2Fa!1(
b51

Nr

~ṁabFb2ṁbaFa!.

(1)

In this equation, we should note that the termcab(Fb2Fa)
describes inter-phase transfer ofF between phasesa andb where
caa50, cab5cba . Hence the sum over all phases of all inter-
phase transfer terms is zero. Also, the termṁabFb2ṁbaFa only
arises if inter-phase mass transfer takes place.ṁab is the mass
flow rate per unit volume into phasea from phaseb.

We now summarize the equations of continuity and momentum
in multiphase flow. These are the continuity equation:

]

]t
~r ara!1¹•~r araUa!5(

b51

Nr

~ṁab2ṁba!, (2)

and the momentum equation:

]

]t
~r araUa!1¹•~ra~raUa ^ Ua2ma~¹Ua1~¹Ua!Y!!!

5r a~B2¹ra!1(
b51

Nr

cab
~d!~Ub2Ua!1Fa1(

b51

Nr

~ṁabUb

2ṁbaUa! (3)

We also have the density algebraic equation of state and con-
stitutive equation for each phase:

ra5ra~Ta ,pa! (4)

and the algebraic constraint that the volume fractions sum to
unity:

(
a51

Nr

r a51 (5)

Equations~1! to ~5! represent 5Nr11 equations in the 6Nr
unknownsra , Ua , Va , Wa , pa , r a . We needNr21 more
equations to close the system. These are usually given by alge-
braic constraints on the pressure, the simplest being that all phases
share the same pressure field, namely,

pa5p15p, 2<a<Nr (6)

Other constraints on the pressures are possible. As an illustra-
tive example, for some gas-solid flows it may be advantageous to
use an alternative constraint on pressure to that of Eq.~6!. This is
achieved by removing the continuous phase pressure from the
solid phase. In such cases, the shared pressure gradient term
2r a¹pa is removed from all the momentum equations. In the
continuous phase momentum equation the shared pressure gradi-
ent term is replaced with2¹pa and no pressure terms are in-
cluded in the dispersed solid phases.
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The Homogeneous Model. The homogeneous model is a
simplification of the multifluid model. For a given transport pro-
cess, it assumes that the transported quantities for that process are
the same for all phases:

Fa5F, 1<a<Np (7)

for the generic scalar transport Eq.~1!. However, the volume frac-
tions are still assumed distinct. Hence, the individual phase con-
tinuity Eq. ~2! can be solved to determine the volume fractions,
but the individual transport Eq.~1! can be summed over all phases
to give a single transport equation forF:

]rF

]t
1¹•~rUF2G¹F!5S (8)

where:

r5(
a51

Nr

r ara , U5
1

r S (
a51

Nr

r araUaD , G5(
a51

Nr

r aGa . (9)

Here, we should note that the inter-phase transfer terms have all
cancelled out. This is essentially a single-phase transport equation,
with variable density and diffusivity.

In particular, the homogeneous model for momentum transport
assumes thatUa5U, 1<a<Nr , and the momentum equation is
given by ~8! as:

]

]t
~rU !1¹•~rU ^ U2m~¹U1~¹U !T!!5B2¹r (10)

where:

r5(
a51

Nr

r ara , m5(
a51

Nr

r ama . (11)

This approximation is good when the flow is drag dominated,
that is,cab

(d) is very large, and there are no body forces, the phase
velocities will tend to equalize over very short spatial length
scales. In a flow under gravity, where the phases have completely
stratified, for example, a free surface flow, the volume fractions of
the phases are equal to one or zero everywhere except at the phase
boundaries, and it makes sense to use a single velocity field.

The approximation does not apply to drag dominated multi-
phase flow under gravity, which is not stratified, for example,
droplets falling under gravity in a gas. In this case, the droplets
will quickly attain a fixed settling velocity where the inter-phase
drag balances the differences in body forces. However, the phase
velocities will not be equal, so the multifluid model should be
used, which is the case of the present study for axial pump nu-
merical simulation.

Turbulent Multiphase Flow. The subject of multiphase tur-
bulence modeling is not as well developed as single-phase turbu-
lence modeling. There is no ‘‘industrial standard’’ model, like the
single-phasek2« model, which is known to perform reasonably
well to engineering accuracy in a wide range of applications.
Therefore, the models implemented are the simplest possible gen-
eralization of the single-phase ‘‘k2« ’’ and Reynolds stress mod-
els to the multiphase situation, with the only modification being
the possible inclusion of Sato’s~1975! model for bubble induced
turbulence.~The unmodified models will almost certainly have
serious shortcomings in almost any realistic physical situation. In
the description of the ‘‘k2« ’’ model below, we describe these
shortcomings, with some suggestions on how the user may over-
come them.!

In the simple unmodified multifluid ‘‘k2« ’’ model, it is al-
lowed that individual phases could be declared turbulent or lami-
nar. We assume that the eddy viscosity hypothesis holds for each
turbulent phase; hence an effective viscosity governs molecular
and turbulent diffusion of momentum:

maeff5ma1mTa , (12)

where

mTa5Cmra

ka
2

«a
. (13)

Turbulent dispersion of volume fraction can be modeled using the
eddy diffusivity hypothesis:

]

]t
~r ara!1¹•~r araUa2Ga¹r a!5(

b51

Nr

~mab2mba! (14)

where

r a5
mTa

sa
(15)

and sa is the turbulent Prandtl number. This assumes that the
equations are time averaged. More often, when using Favre aver-
aging, the turbulent dispersion force models this effect and no
diffusion term is needed in the volume fraction equation.

The transport equations fork and « in a turbulent phase are
assumed to take the same form as the generic scalar advection-
diffusion Eq.~1!:
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(17)

Standard wall functions are used to extend the model up to the
wall, for turbulent phases. If the Sato’s pp. 34 model for bubble
induced turbulence is included, then Eq.~13! to ~19! are only used
for the continuous phases. Denoting the continuous phase bya
and the dispersed phase byb, the viscosity of the continuous
phase in Eq.~12! is replaced by:

maeff5ma1mTa1mTb , (18)

where the extra bubble induced turbulence term is given by:

mTb5cmbrar bduUb2Uau (19)

andd is the bubble diameter. The viscosity of the disperse phase is
then given simply as:

mbeff5maeff

rb

ra
(20)

There is no known sensible default for the turbulent Prandtl
number for dispersion of volume fraction,sa , when using a time
averaged formulation of the equations. Consequently, it can be
assumedGa50 unlesssa is set explicitly. In our case, the turbu-
lent Prandtl number (sa) was adjusted taking into account the
functions developed for the turbulence kinetic energy~k! and the
energy dissipation rate~«!.

In most physical situations, there will be additional production
and dissipation of turbulence, not captured by single-phase source
termsSk , Se . For example, for two-phase flow of particles in a
gas, or of bubbles in a liquid, large particles are known to enhance
turbulence due to the production of a turbulent wake behind the
particles. On the other hand, small particles are known to suppress
turbulence; although, part of this effect can be obtained by using
the Sato model.

Single-phase wall functions are known to be inadequate for
multi-phase flow near a wall. The use of single-phase wall func-
tions will be safe only if the flow is sufficiently stratified so that
mostly only one phase is adjacent to any one wall.
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If all phases are declared as turbulent, then the code has the
option of declaring a homogeneous model for the transport ofk
and«. This has the advantage of not requiring any specification of
the inter-phase transfer termscab

(k) , cab
(«) , and in the absence of any

knowledge about these, it is perhaps the best thing to do. The
homogeneous model assumeska5k, «a5«, 1<a<Np , and it
sums Eqs.~16! and ~17! to obtain:

]

]t
~rk!1¹•S rUk2S m1

mT

sk
D¹k D5Sk (21)
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Results and Discussion
In order to predict the fluid dynamical characteristics of a cas-

cade under two-phase flow conditions with a view to improving
its performance, numerical results were obtained for an axial ro-
tor, named 5X, which is a NACA 65 profile, withCz50.288,er
51.52 andg580 deg, as it is shown in Fig. 1.

Four different meshes were developed~5X-a, b, g, andd! until
the final mesh~5X-V! was obtained, in order to ensure mesh
independence. This mesh~5X-V!, with 19200 elements and 28500
nodes~see Fig. 2! was the grid that allows us to obtain a residual
mass less than 1.0E-04. The simulation was made in a PC Pentium
II 266 MHz.

The numerical results for two-phase flow at low gas fraction
GVF over a profile cascade for high stagger angles show an im-
portant effect of the gas fraction GVF over the lift and loss coef-
ficients of the profile.

The lift coefficientCL diminished as the gas fraction GVF aug-
ments; in the same order the drag coefficientsCD augments con-
siderably. The influence of the gas fraction is more important for
the attack anglesa1 over 82 deg. For angles of attack less than 80
deg there is not effect observed, as is shown in Figs. 3 and 4.

The lift and loss coefficients,CL and j2 , respectively, are
strongly influenced for the gas fraction GVF and high angles of
attack, but for low angles of attack, in the entire range of gas
fraction GVF, there is not an important influence as is shown in
Figs. 5 and 6.

The numerical results fora1579 deg and GVF520 percent
show a gas pocket on the lower side and close to the leading edge
of the profile~Fig. 7!. On Fig. 8 it is observed experimentally, the
gas and liquid distribution predicted by the numerical results at
the same conditions. It is important to comment about the pres-
ence of a gas pocket on the lower side and close to the leading
edge and the existence of a liquid pocket on the upper side.Fig. 1 General view of helico-axial rotor 5X

Fig. 3 Lift coefficient as a function of angle of attack for dif-
ferent GVF

Fig. 4 Drag coefficient as a function of angle of attack angle
for different GVF

Fig. 2 Final mesh „5X-V… „19200 elements and 28500 nodes …
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For the same gas fraction GVF and bigger angle of attacka1
the pocket is developed over a greater surface. For an angle of
attack likea1584 deg the gas pocket coats the entire lower side
and we observe a stratified flow on the blade passage.~Fig. 9!.
Figure 10 reproduces experimentally the numerical results ob-
served on Fig. 9. Here the gas pocket coats the entire surface of
the lower side, as the liquid coats the upper side.

Fig. 5 Lift coefficient as a function of gas fraction GVF for
different angles of attack

Fig. 6 Loss coefficient as a function of gas fraction GVF for
different angles of attack

Fig. 7 Concentration of liquid „percent … at leading edge for
a1Ä79 deg and GVF Ä20 percent

Fig. 8 Gas and liquid distribution for a1Ä79 deg and GVF
Ä20 percent

Fig. 9 Concentration of liquid „percent … at leading edge for
a1Ä84 deg and GVF Ä20 percent

Fig. 10 Gas and liquid distribution for a1Ä84 deg and GVF
Ä20 percent
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This stratified flow explains the augmenting of loss coefficient
and the diminishing of lift coefficient for bigger angles of attack.
While the phases are separated, the friction loss augmented in the
presence of a gas-liquid interface, as we can see in Fig. 5 and 6.

Conclusions
In order to predict the characteristics of axial pumps on two-

phase flow this work describes a multifluid model~for low gas
fraction! that allows us to resolve numerically the momentum
equation for an axial rotor, considering the viscosity of the fluid
and the gas compressibility.

The final mesh~5X-V! ~19200 elements and 28500 nodes! al-
lows us to obtain the best approximation with a PC Pentium II 266
MHz.

For a cascade of profile NACA 65 with great stagger angles, the
numerical results show the important effect of gas fraction GVF
over lift, drag, and loss coefficient, CL , CD , andj2 , respectively.
Also shown is the presence of gas pockets on the lower side.
These gas pockets augment their dimensions when the angle of
attack is increased.

The experimental results show good agreement with the nu-
merical results and confirm the existence of the gas pockets and
the stratified flow in the blade passage.
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Nomenclature

a 5 phase
a1 5 angle of attack
b 5 phase
g 5 phase, stagger angle
r 5 density
F 5 function
j2 5 profile losses coefficient
k 5 turbulence kinetics energy
« 5 energy dissipation rate

sa 5 turbulent Prandtl number
G 5 diffusivity
m 5 Viscosity
B 5 body force
c 5 concentration
C 5 inter-phase transfer term

CL 5 lift coefficient
CD 5 drag coefficient
Cm 5 constant in eddy viscosity formula

Cmb 5 constant in Sato particle induced turbulence model
Cz 5 lift coefficient of isolated airfoil
d 5 bubble diameter

er 5 relative thickness
F 5 inter-phase non-drag force
m 5 mass flowrate

Nb 5 number of phases
p 5 pressure
r 5 volume fraction
S 5 source term
T 5 temperature
U 5 velocity
V 5 velocity
W 5 velocity

Subscripts

a 5 relative to phase
ab 5 phasea from phaseb

k 5 relative to turbulence kinetics energy
« 5 relative to energy dissipation rate

eff 5 effective
T 5 bubble induced turbulence
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Performance Analysis of
Cavitating Flow in Centrifugal
Pumps Using Multiphase CFD
A multi-phase CFD method is used to analyze centrifugal pump performance under de-
veloped cavitating conditions. The differential model employed is the homogeneous two-
phase Reynolds-Averaged-Navier-Stokes equations, wherein mixture momentum and vol-
ume continuity equations are solved along with vapor volume fraction continuity. Mass
transfer modeling is provided for the phase change associated with sheet cavitation.
Using quasi-3D (Q3D) analysis, steady and time-dependent analyses were performed
across a wide range of flow coefficients and cavitation numbers. Characteristic perfor-
mance trends associated with off-design flow and blade cavitation are observed. The rapid
drop in head coefficient at low cavitation numbers (breakdown) is captured for all flow
coefficients. Local flow field solution plots elucidate the principal physical mechanisms
associated with the onset of breakdown.@DOI: 10.1115/1.1457453#

Introduction
Cavitation physics play an important role in the design and

operation of many liquid handling turbomachines. In particular,
cavitation can give rise to erosion damage, noise, vibration and
hydraulic performance deterioration. Accordingly, a large body of
research has been performed toward understanding the physics of,
designing away from, and designing to accommodate the effects
of cavitation.

In many pump applications, large scale developed, or ‘‘sheet’’
cavities form on the blade and endwall surfaces when the pump
operates off design flow or at low system pressure. In addition to
erosion and noise implications, if these cavities become large,
they exhibit significant unsteadiness and can vary significantly in
extent from blade to blade. These effects conspire to generate
potentially damaging vibration due to nonuniform loading around
the annulus. Additionally, for low enough cavitation numbers, hy-
draulic efficiency, flow coefficient and head coefficient can de-
crease. Ultimately, cavitation breakdown can occur as character-
ized by a very rapid decrease in impeller head rise coefficient. For
these reasons, it is of interest to the pump designer to be able to
model large scale cavitation.

Potential flow methods have been employed for decades to
model large cavities in a variety of liquid flow systems including
pumps. These methods treat the fluid flow outside the bubble as
potential flow, while the shape and size of the bubble itself are
determined from dynamic equilibrium assumptions across the
bubble-liquid interface, with bubble shape family and/or closure
conditions also provided. Adaptations of such methods remain in
widespread use today due to their inherent computational effi-
ciency, and their proven effectiveness in predicting numerous first
order dynamics of sheet- and super-supercavitating configurations,
but they retain the limitations of a potential flow model applied to
a flow with complex bubble geometries and inherent vortical
structures. Recently, more general CFD approaches have been de-
veloped to analyze these flows. In the pump application area, Hir-
schi et al. @1# employed a single-phase RANS methodology
wherein the cavity boundary is treated as a constant pressure slip
surface, with the cavity geometry defined from bubble dynamics
and closure condition modeling. In the past several years several
research groups~@2–5#, for example! as well as commercial CFD

vendors, have introduced large scale cavitation models~for pumps
and other applications! wherein the entire flow path is treated
using the same differential model, with phase change incorporated
to account for the generation and condensation of the cavitation
bubble. This is the approach taken here.

In particular, the authors have recently developed a multiphase
CFD methodology with applications focused on sheet- and super-
cavitating flows about underwater vehicles@6–9#. As this capabil-
ity has been matured and validated for that class of applications,
we have begun to pursue developed cavitation in turbomachinery.
This paper summarizes our capabilities and results in this area to
date.

The paper is organized as follows: The theoretical formulation
of the method is briefly summarized, including baseline differen-
tial model, specific physical models and numerical methods. The
results of the Q3D analyses for a 7-blade impeller operating
across a range of flow coefficients and cavitation numbers are then
presented.

Theoretical Formulation

Governing Equations and Physical Modeling. A two-phase
differential formulation is adopted where individual equations are
provided for the transport, generation, and destruction of volume
fraction of liquid ~which can exchange mass with vapor!, and the
mixture volume. A mixture momentum equation is also provided.
The governing differential equations, cast in Cartesian tensor
form, in a frame of reference rotating with constant angular ve-
locity, v i , are given as:
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where mixture density and turbulent viscosity are defined by:

rm5r la l1rvav , mm,t5
rmCmk2

«
(2)

In the present work, the density of each constituent is taken as
constant. This approximation neglects the potentially significant
decrease in mixture sound speed in homogeneous mixtures, which
is well known to give rise to compressibility effects associated
with cavitation damage. The authors have pursued compressible
flow analysis in some of our other multiphase work@11#, and our
experience is that the global dynamics of these effects~i.e., as
would manifest in bulk performance parameters! is not signifi-
cantly affected.

Equations~1! represent transport/generation of mixture volume,
mixture momentum, and liquid phase volume fraction, respec-
tively. Physical time derivatives are included for transient compu-
tations. The formulation incorporates preconditionedpseudo-time-
derivatives~]/]t terms!, defined by parameterb. As discussed in
@11#, this parameter (b/Vref>50 in the present studies! character-
izes the propagation speed of errors at each physical time step and
scales the artificial dissipation inherent in convection term dis-
cretization.

The formation and collapse of a cavity is modeled as a phase
transformation. Mass transfer is modeled as finite rate interfacial
processes:

ṁ25
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ṁ15
Cprodr la l

2~12a l !

t`
(3)

where ṁ1 and ṁ2 represent evaporation and condensation, re-
spectively. Cdest and Cprod are model constants~Cdest5100,
Cprod51000! obtained through experience and validation studies
summarized in@6,9#. A high Reynolds number form k-« model
with standard wall functions is implemented to provide turbulence
closure. This model and most others have well-documented diffi-
culties with stagnated, high strain and recirculating flows, all of
which are embodied in large sheet cavity flows. Our efforts in
employing several alternative approaches that have appeared in
the literature remain an ongoing research activity, beyond the
scope of the present paper, but summarized in some more detail in
@6#. Further details on the physical modeling are provided in@6,8#.

Numerical Method. The numerical method is evolved from
the work of Taylor and his coworkers~@10#, for example!. The
UNCLE code, which served as the baseline platform for the
present work, is based on a single phase, finite volume,
pseudocompressibility formulation. Third-order Roe-based flux
difference splitting is utilized for convection term discretization.
An implicit procedure is adopted with inviscid and viscous flux
Jacobians approximated numerically. A block-symmetric Gauss-
Seidel iteration is employed to solve the approximate Newton
system at each pseudo-timestep.

The multiphase extension of the code, designated UNCLE-M,
retains these underlying numerics but incorporates additional vol-
ume fraction transport and mass transfer, nondiagonal precondi-
tioning, and flux limiting. A temporally second-order accurate
dual-time scheme is implemented for physical transients. The tur-
bulence transport equations are solved subsequent to the mean
flow equations at each pseudo-time step. The multiblock code is
instrumented with MPI for parallel execution based on domain
decomposition. Further details on the numerical method and code
are available in@7#.

Previous Applications, Validation Status and Analysis
Requirements

UNCLE-M has been extensively used and validated for natural
and ventilated sheet- and super-cavitation about external flow con-
figurations. Of particular relevance here is that the code has been
shown to predict bubble size parameters, drag, and vapor/vorticity
shedding characteristics for natural cavitation about numerous
axisymmetric configurations with good accuracy@6–9#.

Also important is our finding that such analyses require signifi-
cantly higher discretization fidelity compared to single phase
analyses. Specifically, finer wall normal and streamwise grid reso-
lution, as well as higher order flux discretization~with attendant
flux limiting! are required. Failure to accommodate these require-
ments results in: 1! a smearing of the vapor-liquid interface, es-
pecially near the aft end of the bubble~re-entrant flow region!, 2!
too small a cavity for a given cavitation number, and 3! steady-
state results instead of the physically observed rich unsteady be-
havior ~again, in particular, in the cavity re-entrant region!.

Quasi-3D Analysis
The ultimate goal of this research is to establish a validated

three-dimensional capability for the prediction of cavitation in
pumps. As discussed above, accurate analysis requires significant
grid resolution, accurate numerics, and often a time-accurate so-
lution strategy. Therefore, as we evolve our capability in this area,
we have first pursued Q3D modeling wherein a nominal midspan
blade-to-blade streamsheet is analyzed. This level of modeling has
been widely used in turbomachinery design and analysis for cen-
trifugal machines~@11,12#, for example!. In centrifugal pumps,
quantitative efficiency and off-design head performance cannot be
captured with high accuracy since 3D effects including secondary
flows are not incorporated. However, Q3D methods are usefully
and widely employed in design and assessment studies.

The fully-three-dimensional relative frame code is adapted to
perform Q3D analysis as follows: A throughflow design code de-
veloped by the fifth author is used to determine meridional
streamsheets through the pump. Two nominally midspan stream-
sheets are extracted and imported into GRIDGEN@13#. The inter-
section of these streamsheets and the 3-D blade is determined

Fig. 1 Photograph of 7-blade impeller during installation in the
pump loop facility. Machine rotation is clockwise.
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within GRIDGEN and a structured multiblock grid is built
bounded by the streamsheets and the blade intersection bound-
aries. An O-block is wrapped around the blade and multiple
H-blocks are employed to retain good grid orthogonality and load
balancing.

Two layers of cells are used in the spanwise direction~i.e., three
vertex planes! so that second order accuracy can be retained for
convection fluxes. A slip surface boundary condition is imposed
on the upper and lower surfaces of the computational domain.
Since these surfaces are defined as streamsheets, transport fluxes
across these boundaries are set to zero and pressure on these
boundaries is determined explicitly from a discrete approximation
to the momentum equation dotted into the stream sheet surface

Fig. 2 Video frames of 7-blade impeller during design flow co-
efficient operation at successively lower cavitation numbers.
Approximate midspan cavity trailing edge location is indicated.
Machine rotation is clockwise.

Fig. 3 Efficiency versus physical timestep for transient analy-
sis, fÕfdesign Ä1.0, sÄ0.200, Dt Õt `Ä0.002, h̄Ä69.29

Fig. 4 Comparison of experimental and computational head
coefficient and efficiency versus flow coefficient. Data plotted
for both fine and coarse grids

Fig. 5 Streamlines and contours of volume fraction for
fÕfdesign Ä0.8. „a… sÄ0.547, „b… sÄ0.238, „c… sÄ0.154. Re-
entrant jet regions indicated with arrows. Machine rotation is
clockwise.
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normal. At the inflow boundary, velocity components are fixed,
with pressure extrapolated from the interior of the computational
domain. At the outflow boundary velocity components are ex-
trapolated, with pressure fixed at an arbitrary value of 0. Periodic
boundaries are employed along the low and high tangential sur-
faces. Zero relative velocity slip is imposed on blade surface
boundaries, with pressure extrapolated from the cell adjacent to
the wall.

For the single passage Q3D analyses presented in this paper, an
8 block, 36,288 vertex mesh was employed~12,096 vertices on
each of the three spanwise planes!. The calculations were carried
out on several different computer systems using 8 processors in
each case.

Test Case Considered
The pump analyzed was tested at the Pennsylvania State Uni-

versity Applied Research Laboratory, in the 12 in. water tunnel
reconfigured as a pump test facility@14#. The performance of a
backswept 7-blade impeller was tested at a variety of single phase
and cavitating operating conditions. A photograph of the 7-blade
impeller analyzed computationally here, is illustrated in the pump
loop during installation in Fig. 1.

Figure 2 shows several video frames of this impeller operating
at design flow coefficient, at successively lower cavitation num-
bers~optical access obtained through a prism mounted externally
on viewing windows upstream of impeller!. Clearly identified in
these figures is a growing sheet cavity on the suction surface, that
increases in length with span and extends onto the shroud. The
approximate locations of the cavity trailing edge at midspan are
indicated in the figure.

Fig. 6 Predicted efficiency versus flow coefficient for single-
phase and multi-phase analyses

Fig. 7 Predicted head coefficient versus flow coefficient for
single-phase and multiphase analyses

Fig. 8 Predicted head coefficient versus cavitation number for
various nondimensional flow coefficients. Data plotted for both
fine and coarse grids.

Fig. 9 Numerical results versus experimental results of head
coefficient versus cavitation number at design flow coefficient
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Results and Discussion

Quasi-Three-Dimensional Results. A total of 97 Q3D runs
were performed covering operating conditions which span 0.4
<f/fdesign<1.5, 0.099<s<1.512. Steady-state solutions were
obtained for most of the cases, but for cases run at low cavitation
number and/or low flow coefficient, large sheet cavities develop
and large scale unsteadiness is predicted near the aft end of these
structures~re-entrant jet region!. For these cases, the steady-state
runs do not converge but are used to initialize a time accurate
simulation. In these cases, reported performance parameters are
time-averaged quantities as illustrated in Fig. 3. There, predicted
efficiency is plotted versus physical timestep for a time-accurate
analysis,f/fdesign51.0, s50.200, Dt/t`50.002. The time av-
eraged efficiency,h̄569.29, is also indicated.

In what follows, four parameters are used to define the operat-
ing point and performance of the pump. These are the cavitation
number, flow coefficient, head coefficient and efficiency, which
are defined here as:

s[~p`2pv!/ 1
2 r lVre f

2 (4)

f[Vx,inlet /Utip (5)

Fig. 10 Predicted instantaneous field variables for fÕfdesign Ä0.5,
sÄ0.110 and 0.099. „a… Volume fraction contours and streamlines, „b…
pressure contours, „c… relative velocity magnitude contours. Re-
entrant jet regions indicated with arrows. Machine rotation is clock-
wise.

Fig. 11 Predicted cavitation inception and breakdown points
versus flow coefficient
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where (vW •d AW ) is the mass flux through nominal impeller inlet
and outlet computational planes andTW is the total torque exerted
on the fluid by the blade through pressure and viscous forces. The
reference pressure,p` , is taken as that measured or computed
upstream of the impeller in the entrance pipe section of the pump
loop. ~Note that static pressure is used in the head and efficiency
definitions to conform to experimental measurements.! For all of
the computations carried out here, the flow coefficient is specified,
that is, inlet velocity and machine rotation rate are input param-
eters. The implications of this on cavitation breakdown predic-
tions is discussed below.

In Fig. 4, single phase experimental and computational perfor-
mance curves are presented for the impeller. Despite the Q3D
nature of the analysis and the attendant difficulty in defining con-
sistent pressure values between experiment and computation, pre-
dicted head coefficient and efficiency versus flow coefficient com-
pare reasonably well.

Figure 5 illustrates the general nature of the multiphase Q3D
analyses. There, predicted streamlines and volume fraction con-
tours are plotted forf/fdesign50.8, at three cavitation numbers,
s50.547, 0.238, and 0.154, which correspond to incipient, devel-
oped and near-breakdown cavitation numbers for this case.
Clearly observed in these plots is the development of a cavitation
bubble on the suction surface, which increases in size as the cavi-
tation number is decreased. At low cavitation number, a re-entrant
flow is observed near the cavity trailing edge, and some pressure
surface cavitation is evident as well.

Figures 6 through 8 show predicted cavitating performance
curves. In Fig. 6 hydraulic efficiency is plotted versus flow coef-
ficient for a range of flow coefficients, 0.4<f/fdesign<1.5. For
each flow coefficient, a single phase calculation was performed.
The inception cavitation number is then computed from Eq.~4!
setting pv to the minimum single phase pressure on the blade.
From there, the cavitation number, which is an input parameter to
the code, is successively lowered and the code rerun~time accu-
rately if required as discussed above!. This process was repeated
at each flow coefficient until significant performance degradation
was observed. As seen in the figure, the CFD analysis returns
efficiency levels of up to twenty points lower than for single
phase.

In Fig. 7 head coefficient is plotted versus flow coefficient for
the same range of flow coefficients and cavitation numbers.
Again, very significant head deterioration is returned by the code
for low cavitation numbers, especially at off-design flow. In order
to interpret these results more clearly, the same data is plotted as
head coefficient versus cavitation number in Fig. 8. There it is
seen that for each operating flow coefficient a critical cavitation
number is reached below which the head coefficient drops dra-
matically with further reduction in cavitation number. This figure
exhibits the familiar appearance of cavitation breakdown trends.
Figure 9 shows a comparison of experimental and computed head
coefficient versus cavitation number at design flow coefficient.
Though quantitatively overpredicting single phase head, due most
likely to the Q3D nature of the analysis, the cavitation breakdown
number and the ‘‘suddenness’’ of the drop-off is captured. From
the qualitatively correct trends observed in Fig. 8 and the reason-
able quantitative comparison observed in Fig. 9, it is concluded
that the analysis is indeed capturing principal physical elements of
cavitation breakdown.

To pursue this further we examine some local flow field solu-
tion plots. Figure 10 shows elements of two low flow (f/fdesign
50.5) simulations with significant cavitation. In Fig. 10~a!, in-
stantaneous~i.e., at a time step! predicted streamlines and liquid
volume fraction contours are presented for cavitation numbers of
s50.110 and 0.099, which correspond to operating conditions just
before and well into predicted cavitation breakdown~c50.739
and 0.586, respectively, in Fig. 8!. Just before breakdown a sig-
nificant two-phase region is observed on the suction side, with an
attendant large recirculation~re-entrant jet! at the aft end of the
bubble. As the cavitation number is lowered only slightly more
~Ds50.011!, the bubble grows explosively, blocking more than
half of the passage. Figures 10~b! and 10~c! illustrate the signifi-
cant decrease in passage pressure rise and significant increase in
local relative velocity magnitude associated with this near-
choking condition.

Although these plots elucidate the principal physical mecha-
nisms associated with theonset of cavitation breakdown, they
should not be over-interpreted. In pumping systems, the operating
point for the pump is defined by the intersection of the pump
head-flow characteristic~which is a function of cavitation num-
ber! and the pump loop or pumping system characteristic~which
is generally fixed!. If the pump begins to cavitate significantly,
both head riseand flow ratewill drop. Well into breakdown, the
resulting system dynamics can be highly unsteady, and these dy-
namics are not captured here since flow coefficient is a fixed pa-
rameter. In the future we plan to incorporate a quasi-steady analy-
sis of the pump coupled with the system which should predict a
change in the flow rate as well.

A final representation of the multiphase Q3D simulations is
provided in Fig. 11. There, inception~defined for the mass transfer
modeling employed here from Eq.~4! with pv set to the minimum
single phase pressure on the blade! and breakdown cavitation
numbers are plotted versus flow coefficient. Again standard trends
for these parameters are observed.

Assessment of Grid Resolution Effects. In order to ascertain
the influence of discretization errors on the foregoing Q3D analy-

Fig. 12 36,288 and 129,465 vertex meshes employed for grid
refinement studies. Predicted cavitation bubbles represented
as contours of liquid volume fraction for sÄ0.82, fÄ0.50.
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ses, a grid refinement study was carried out for 8 selected operat-
ing points. Specifically, a new 8 block, 129,465 vertex mesh was
employed ~versus 36,288 previously!. Figure 12 illustrates the
predicted cavitation bubble fors50.82, f50.50. The cavitation
bubble size and shape are seen to be very similar for the two
meshes. Figure 8 includes the head coefficient versus cavitation
number for these eight additional fine grid simulations. The pump
head rise coefficient and cavitation breakdown number are seen to
be only very slightly influenced by the grid at this level of
refinement.

Conclusion
A homogeneous multi-phase CFD method was applied to ana-

lyze centrifugal pump flow under developed cavitating conditions.
Quasi-three-dimensional analysis was used to model a 7-blade
pump impeller across a wide range of flow coefficients and cavi-
tation numbers. Performance trends associated with off-design
flow and blade cavitation, including breakdown, are observed that
compare qualitatively with experimental measurements. Local
flow field solution plots were presented that elucidate the principal
physical mechanisms associated with the onset of breakdown.

As this work continues the authors are pursuing improvements
to three elements of the method including: 1! adapting mass trans-
fer models, Eq.~3!, to accommodate thermal effects on cavitation
breakdown, 2! implementing time-varying pressure and mass flow
boundary conditions that accommodate pumping system dynamics
and 3! maturing/validating fully three- dimensional capability.
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c 5 blade chord length
Cm, Cdest,

Cprod 5 turbulence and mass transfer model constants
k 5 turbulence kinetic energy

ṁ11ṁ2 5 mass transfer rates
p 5 pressure

Re 5 Reynolds number
t,t` 5 time, mean flow time scale~c/Utip!

TY 5 total torque exerted by blade
U tip 5 blade tip speed

ui 5 Cartesian velocity components
Vre f

2
5 reference velocity (Utip

2 1Vx,inlet
2 )

xi 5 Cartesian coordinates
a 5 volume fraction
b 5 preconditioning parameter

«,« i jk 5 turbulence dissipation rate, permutation tensor
h 5 pump hydraulic efficiency
u 5 angular coordinate
m 5 molecular viscosity
r 5 density
s 5 cavitation number
t 5 pseudo-time
f 5 flow coefficient
c 5 head coefficient

v i 5 machine angular velocity

Subscripts, Superscripts

i, j, k, l, m 5 Cartesian tensor indices
l 5 liquid

m 5 mixture
t 5 turbulent

v 5 vapor
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MEMS-Micropumps: A Review
Microfluidics has emerged from the MEMS-technology as an important research field and
a promising market. This paper gives an overview on one of the most important microf-
luidic components: the micropump. In the last decade, various micropumps have been
developed. There are only a few review papers on microfluidic devices and none of them
were dedicated only to micropumps. This review paper outlines systematically the pump
principles and their realization with MEMS-technology. Comparisons regarding pump
size, flow rate, and backpressure will help readers to decide their proper design before
starting a microfluidics project. Different pump principles are compared graphically and
discussed in terms of their advantages and disadvantages for particular applications.
@DOI: 10.1115/1.1459075#

1 Introduction
Microelectromechanical systems~MEMS! have enabled a wide

range of sensors and actuators to be realized by allowing nonelec-
trical devices onto microchips. In the early years of MEMS-
development, fluidic components were among the first devices
which were realized in microscale using silicon technology. The
most common components were: flow sensors, microvalves and
micropumps. With the growing importance of genomics, proteom-
ics, and the discovery of new drugs, microfludic systems became
hot research objects. The field of microfluidics expanded to the
development of numerous micro devices: filters, mixers, reactors,
separators. New effects such as electrokinetic effects, acoustic
streaming, magnetohydrodynamic effect, electrochemical, and
more, which previously were neglected in macroscopic applica-
tions, now gained their importance in microscale.

A recent report of System Planning Corporation@1# estimated a
microfluidics market of 3 to 4.5 billions US$ and an annual
growth rate for scales of 25 percent–35 percent. The report con-
sidered four types of microfluidic devices: fluid control devices,
gas and liquid measurement devices, medical testing devices, and
other devices. The report figured out that the most promising mi-
crofluidics products are devices for DNA, protein analysis, and
drug discovery.

Since the establishment of the term ‘‘microfludics,’’ several ex-
cellent review papers on microfluidic devices have been pub-
lished. Gravesen et al. gave a general overview on fluidic prob-
lems in micro scale@2#. Shoji and Esashi discussed microfluidics
from the device point of view and considered micropumps, micro-
valves and flow sensors@3#. Ho and Tai discussed the MEMS-
applications for flow control in the macroscopic domain@4#. El-
wenspoek et al. summarized their works on microfludics in@5#.
Stemme discussed microfluidic devices under such categories:
passive devices~channel, valves, filters!, flow sensors, and dia-
phragm pumps@6#. Zengerle and Sandmaier concentrated on mi-
crovalves, micropumps and their commercialization strategy@7#.
Since the field has been growing rapidly, it’s very difficult to
cover all kinds of microfluidic devices in a single review. In con-
trast to the previous reviews, this paper only deals with micro-
pumps and discusses their design methodology as well as the de-
velopment of pump designs in the published examples. The design
methodology will cover two main aspects: the pump principles
and their comparison. With this concept, the paper tries to give a
general view on micropumps, and to help microfluidics designers
making their development decision easily.

Using the micromachining technology, a wide range of mi-
crodevices has been realized. The most important micromachining
techniques are bulk micromachining, surface micromachining,
and LIGA technology. Bulk micromachining uses the starting sub-
strate~a silicon wafer! as device material. Surface micromachin-
ing is performed on the surface of a substrate, the substrate itself
usually doesn’t have a function in devices. LIGA-technology
~German acronym for Lithographie Galvanoformung Abformung!
creates high aspect ratio structures using X-ray lithography and
electroplating. A short description of these technologies was given
in @4#. Many MEMS-devices combine two or more of the above
techniques. A new trend, especially for microfluidic devices, uses
plastic as device material. The common machining technologies
for these devices are micro plastic molding or hot embossing.
Combining with on-going investigation of polymer microelectron-
ics, plastic microdevices promise a low-cost alternative to their
silicon counterparts.

2 Pump Principles
In contrast to another MEMS-devices, micropumps are one of

the components with a largest variety of operating principles. Like
other MEMS-applications, the first approach made by researchers
was the micromachining realization of well-known principles
from the macroscale. Micropumps can be divided in two mean
categories: mechanical pumps and nonmechanical pumps.

The first category usually utilizes moving parts such as check
valves, oscillating membranes, or turbines for delivering a con-
stant fluid volume in each pump cycle@8#. The second category
adds momentum to the fluid for pumping effect by converting
another energy form into the kinetic energy. While the first cat-
egory was mostly used in macroscale pumps and micropumps
with relatively large size and large flow rates, the second category
discovers its advantages in the microscale. Since the viscous force
in microchannels increases in the second order with the miniatur-
ization, the first pump category cannot deliver enough power in
order to overcome its high fluidic impedance.

For flow rates larger than 10 ml/min, miniature pumps or mac-
roscale pumps are the most common solution. The typical opera-
tion range of positive displacement micropumps lies between 10
ml/min to several ml/min. For flow rates less than 10ml/min,
alternative dynamic pumps are needed for accurate control of
these small fluid amounts. With these flow rates, most of the
pumps are working in the range of Reynolds number from 1–100,
and therefore in a laminar regime.

All the pump principles, which were realized recently in mi-
croscale, are discussed in details in the following subsections.

2.1 Mechanical Pumps. All mechanical pumps require a
mechanical actuator, which generally converts electric energy into
mechanical work. The comparison of mechanical works generated
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by different pumps is discussed later in this paper. Shoji@3# di-
vided actuators into two mean categories: external actuators and
integrated actuators.

External actuators include: electromagnetic actuators with sole-
noid plunger and external magnetic field, disk type or cantilever
type piezoelectric actuators, stack type piezoelectric actuators,
pneumatic actuators, and shape memory actuators. The biggest
drawback of external actuators is their large size, which restricts
the size of the whole micro-pumps. The advantage is the relatively
large force and displacement generated by external actuators.

Integrated actuators are micromachined with the pumps. Most
common integrated actuators are electrostatic actuators, thermop-
neumatic actuators, electromagnetic actuators, and thermome-
chanic~bimetallic! actuators. Despite their fast response time and
good reliability, electrostatic actuators cause small force and very
small stroke. With special curved electrodes, electrostatic actua-
tors are suitable for designing micropumps with very low power
consumption. Thermopneumatic actuators generate large pressure
and relatively large stroke. This actuator type was therefore often
used for mechanical pumps. Thermopneumatic actuators and bi-
metallic actuators require a large amount of thermal energy for
their operation, and consequently, consume a lot of electric power.
High temperature and complicated thermal management are fur-
ther drawbacks of these actuator types. Electromagnetic actuators
require an external magnetic field, which also restricts the pump
size. Their large electric current causes thermal problems and high
electric energy consumption.

Check-Valve Pumps.Check-valve pump is the most common
pump type in the macroscale. The first attempts in designing a
micro pump were the realization of check-valve pumps. Figure 1
illustrates the general principle of a check-valve pump. The pump
consists of:

• An actuator unit; a pump membrane that creates the stroke
volumeDV,

• A pump chamber with the dead volumeV0 ,
• Two check-valves, which start to be opened by the critical

pressure differenceDpcrit .
Richter et al.@16# determined the operation conditions of a check-
valve pump as:

• Small compression ratio« which is the ratio between the
stroke volume and the dead volume«5DV/V0,

• High pump pressurep (up2poutu.pcrit ,up2pinu.pcrit).
Following design rules can be used in order to fulfill the above
conditions:

• Minimize the critical pressureDpcrit by using more flexural
valve design or valve material with small Young’s modulus,

• Maximize the stroke volumeDV by using actuators with
large stroke or more flexible pump membrane,

• Minimize the dead volumeV0 by using thinner spacer or
wafer,

• Maximize the pump pressurep by using actuators with large
forces.

The terms for passive microvalves used in this paper were de-
fined by Shoji in@3#. One of the first micropumps made in silicon
was presented by van Lintel@9#. The pump had check-valves in
form of a ring diaphragm, which was relatively stiff and need a

large lateral area. That makes one valve consume a large silicon
area, which has almost the same size of a pump chamber, Fig.
2~a!. The same valves were also used in the pumps reported in
@10# and @11#, which had thermopneumatic actuators instead of
piezodisks. The next improvement was the pump presented by
Shoji @12#, which had check-valves made of polysilicon by using
surface micromachining. The valve is a disk supported by four
thin polysilicon beams. This design allows small valves to be
integrated under the pump chamber. Zengerle@13,14# presented
another small and more flexible design. The valve has a form of a
cantilever, Fig. 2~f !. Koch et al.@15# and Wang et al.@16# pro-
posed the same valve type in their micropumps.

Another way to make check-valve flexible is using material
with smaller Yong’s modulus. Table 1 compares the common ma-
terials used for check-valves in micro pumps. Polyimide, polyes-
ter, and parilene is one order more flexible than silicon. Pumps
presented by Shomburg et al.@17,18# used polyimide as material
for the disk valve~Fig. 2~b!!. The pump reported in@19# and that
presented by Kaemper et al.@20# had polyimide ring diaphragm
valves ~Fig. 2~c!!. A similar design using polyester valve was
reported by Boehm et al.@21#. In the pump presented by Meng
et al. @22#, the disk valve was realized in parylene~Fig. 2~d!!.

The next optimization is to fabricate the pump membrane with
flexural material like polyimide@19# ~Fig. 2~c!! or silicone ruber
@22# ~Fig. 2~d!!. These membranes require small actuating pres-

Fig. 1 General structure of a micro check-valve pump

Fig. 2 Check-valve micropumps: „a… piezoelectric actuator
with ring mesa valves; „b… pneumatic actuator with polyimide
disk valves; „c… pneumatic actuator with membrane valves; „d…
pneumatic actuator with rubber membrane and parylene disk
valves; „e… piezoelectric actuator with polysilicon disk valves;
„f … electrostatic actuator with silicon cantilever valves; „g… pi-
ezoelectric actuator silicon cantilever valves; „h, i, j… piezoelec-
tric actuator with ring mesa valves.
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sure and have large deflection as well as large stroke volume. This
type of membrane is suitable for pneumatic or thermopneumatic
actuators.

Using thinner spacer or thinner wafer for the pump chamber
can minimize the dead volume. The pump presented by Zengerle
@13# ~Fig. 2~f !! was in this way improved in the version presented
by Linnemann et al.@23#. The middle wafer was polished and
thined to 70 micron. As a result, the compression ratio increased
from 0.002 to 0.085@24#. The improved pump design was able to
pump gas and was self-priming. The design of van Lintel@9# ~Fig.
2~a!! was improved from the later version@25# ~Fig. 2~b!! and had
a compression ratio of 1.15. This pump was self-priming and in-
sensitive to ambient pressure because of the implementation of a
special pump membrane limiter. Another good design, which
minimizes the dead volume in the Linnemann’s pump, was com-
bining the check-valve with the pump chamber realized by Gass
et al. @26,27# ~Fig. 2~i!!.

Table 2 lists the most important parameters of the above check-
vale pumps and those reported in@28–33#. The pump designs
depicted in Fig. 2 also illustrate the ‘‘evolution’’ in designing
check-valve micropumps. The development shows clearly how
the pump chamber becomes smaller, and how the check-valves
and the pump membrane become more flexible. Most of the de-
veloped micropumps tend to have a piezoelectric disk as actuator,
which is reasonable for the performance and size needed for this
pump type.

Peristaltic Pumps. As opposed to check-valve pumps, peri-
staltic pumps don’t require passive valves for the flow rectifica-
tion. The pump principle is based on the peristaltic motion of the
pump chambers, which squeezes the fluid into the desired direc-
tion. Theoretically, peristaltic pumps need 3 or more pump cham-
bers with reciprocating membrane. Most of the realized pumps
have 3 chambers. Some pumps were designed with active valves,
which in fact represent pump chambers, also belong to the cat-
egory of peristaltic pumps. The optimization strategies are maxi-
mizing the compression ratio and increasing the number of pump
chambers~Table 3!.

Since a peristaltic pump doesn’t require high chamber pressure,
the most important optimization factors are the large stroke vol-
ume and the large compression ratio. The first peristaltic micro
pump presented by Smits@34# ~Fig. 2~a!! had piezoelectric actua-
tors and pump chambers etched in silicon. Shinohara et al.@35#
presented a similar design with the same performance.

Judy @36# proposed a pump, which utilized surface microma-
chining and electrostatic actuators~Fig. 2~b!!. The pump chamber,
and consequently the dead volume, can be kept very small. No
results for maximum flow rate and backpressure were reported for
this pump.

The pump reported by Folta et al.@37# ~Fig. 2~c!! used ther-
mopneumatic actuators, the pump chamber height was 10 micron.
However, the heat loss caused by the good thermal conductivity of
silicon minimized the thermopneumatic effect and increased the
power consumption.

Mizoguchi et al. @38# ~Fig. 2~d!! also used thermopneumatic
actuators for driving 4 pump chambers, the pump had external
laser light as heat source. Similar to the methods discussed in the
previous section, Grosjean et al. used silicone rubber in order to
form the pump membrane@39# ~Fig. 2~e!!. With external pneu-
matic sources, the pump could generate a flow rate up to 120
ml/min. In thermopneumatic operation, the pump only delivered
few ml/min like the similar designs in@37# and @38#.

The pump presented by Cabuz et al.@40# increased the com-
pression ratio to 10 by using curved pump chambers and flexible
plastic pump membrane for electrostatic actuation. The numerous
pump chambers were designed by using a three-dimensional array
structure~Fig. 2~f !!. With these optimization measures, the pump
was able to deliver 8 ml/min with only 75 V drive voltage and 4
mW electrical power~Fig. 3!.

Valveless Rectification Pumps.The structure of valveless rec-
tification pumps is similar to those of check-valve pumps. The
only difference is that instead of using check-valves the pumps
use diffuser/nozzle or valvular conduit structures for flow rectifi-
cation. Maximizing the stroke volume and minimizing the dead
volume can optimize this pump type.

Stemme @41# presented the first pump with diffuser/nozzle
structures. The pump was fabricated in brass using precision ma-
chining ~Fig. 4~a!!. Further development of this pump leads to the
flat design in silicon@42–44# ~Fig. 4~b!!. Using small opening
angles~7–15 deg!, the flow is pumped out of the diffuser structure
~Fig. 2~a!!. With deep reactive ion etching~DRIE!, small chamber
height, and consequently small dead volume and large compres-
sion ratio were achieved.

The pump effect appears in the opposite direction if the opening
angle is large. The pump presented by Gerlach had an opening of
70.5 deg, which is determined by the^111& surface freed with
anisotropic wet etching@45–47# ~Fig. 4~c!!. This pump design
was optimized in the work of Jeong and Yang@48#. The stroke
volume was increased by using the thermopneumatic actuator and
corrugated pump membrane. Ullman gave in@49# a theoretical
analysis of diffuser/nozzle pumps.

Forster et al.@50,51# applied the valvular conduits structure
which was first invented by Tesla@52# in micro scale. The inlet/
outlet structures shown in Fig. 5 cause the rectification effect
without check-valves. This pump type can be realized easily in
silicon with DRIE-technology.

Table 1 Young’s modulus of different materials

Table 2 Typical parameters of check-valve micropumps „val-
ues for water, except †18‡ for air …

Table 3 Typical parameters of peristaltic micropumps „values
for water …
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Another approach of valve-less pumping was proposed by Stehr
et al. @53,54#. The pump principles were called the elastic buffer
mechanism~Fig. 6~a!! and the variable gap mechanism~Fig.
6~b!!. This pump type is able to pump liquids in two directions
depending on its drive frequency. Nguyen et al. also demonstrated
the pump effects in a similar structure@55# ~Fig. 6~c!!.

Maysumoto et al.@56# presented another valveless concept by
using the temperature dependency of water viscosity. The fluidic
impedance at the outlet and the inlet are modulated by means of
heat. The heating cycles were synchronized with the pump fre-
quency. Table 4 lists the most important parameters of the dis-
cussed valveless rectification micro pumps.

Rotary Pumps. Another mechanical pump type, which can be
realized with micro machining technique, is the rotary pump. The
rotary pump has a big advantage of pumping highly viscous fluids
~Table 5!.

Ahn et al. @57# ~Fig. 7~a!! presented a micropump with a mi-
croturbine as rotor in an integrated electromagnetic motor. The
pump simply adds momentum to the fluid by means of fast mov-
ing blades. The rotor, stator, and coils are fabricated by electro-
plating of iron-nickel alloy. The high aspect ratio structures were
fabricated at a low cost by using conventional photolithography of
polyimide.

Fig. 3 Realization examples of peristaltic micropumps „not to
scale …: „a… piezoelectric actuators with glass membrane; „b…
electrostatic actuators with polysilicon membrane; „c… ther-
mopneumatic actuators with silicon membrane; „d… thermop-
neumatic actuators with silicon membrane and fiber guided la-
ser as heat source; „e… thermopneumatic actuators with rubber
membrane; „f … electrostatic actuators with curved electrodes.

Fig. 4 Realization examples of valveless rectification micro
pumps „not to scale …: „a… piezoelectric actuator with external
diffuser Õnozzle elements; „b… piezoelectric actuator with planar
integrated diffuser Õnozzle elements; „c… piezoelectric actuator
with vertical diffuser Õnozzle elements; „d… thermoelectric actua-
tors with corrugated membrane and vertical diffuser Õnozzle el-
ements.

Fig. 5 Valvular conduit pump

Fig. 6 Other valveless pumps

Table 4 Typical parameters of valveless rectification micro-
pumps

Table 5 Typical parameters of rotary pumps „typical size is the
size of the turbine or the gear wheel …
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The micropump presented by Doepper et al.@58# ~Fig. 7~b!!
had two gear wheels made of iron-nickel alloy with LIGA-
technique. An external motor drove the gear. The gears forced the
fluid along by squeezing it to an outlet. Actuating by means of an
external magnetic field is possible, but it is so far not reported.
Mass production of this pump can be realized with plastic
molding.

Ultrasonic Pump. Ultrasonic principle is a gentle pump prin-
ciple with no moving parts, heat and strong electric field involved.
The pump effect is caused by the acoustic streaming, which is
induced by a mechanical traveling wave~Fig. 8~a!!. The mechani-
cal wave can be a flexural plate wave~FPW! @59,60# or a surface
acoustic wave@61,62#. The mechanical waves are excited by in-
terdigitated transducers~IDT, Fig. 8~b!! placed on a thin mem-
brane coated with piezoelectric film@59,60# or on a piezoelectric
bulk material@61,62#. The pumps have a thin flow layer of about
20 micron~for water! ~Fig. 8~a!!, and are therefore also suitable
for particle separation applications. Using curved IDT, locally
sample concentration can be achieved with this kind of pump.

2.2 Nonmechanical Pumps

Electrohydrodynamic Pumps.Electrohydrodynamic ~EHD!
pumps are based on electrostatic forces acting on dielectric fluids.
The force densityF acting a dielectric fluid with free space-charge
densityqf in an inhomogeneous electric fieldE is given as@63#:

(1)

where« is the fluid permittivity,P is the polarization vector, andr
is the mass density. EHD pumps can be categorized into two main
types: the EHD induction pump and the EHD injection pump.

The EHD induction pump is based on the induced charge at the
material interface. A traveling wave of electric field drags and
pulls the induced charges along the wave direction~Fig. 9~a!!.
The first micromachined EHD induction pump was presented by
Bart et al.@63#, similar designs were reported by Fuhr et al.@64–
67# and Ahn et al.@68#. A fluid velocity of several hundred micron
per second can be achieved with this pump type. For better pump-
ing effect, a temperature gradient and consequently a conductivity
gradient across the channel height was generated by an external
heat source and heatsink~Peltier element! @67#.

In the EHD injection pump, the Colomb force is responsible for
moving ions injected from one or both electrodes by means of
electrochemical reaction~Fig. 9~b!!. Richter et al. demonstrated
this pump principle with micromachined silicon electrodes
@69,70#. The pressure gradient bults up in the electric field causes
the pump effect. Furuya et al. used electrode grids, standing per-
pendicular to device surface, in order to increase the pressure
gradient @71#. The pump can deliver 0.12 ml/min with a drive
voltage of 200 V. Table 6 lists the most important parameters of
the EHD-pumps discussed above.

Electrokinetic Pumps. In contrast to the EHD-pumps, electro-
kinetic pumps utilize the electrical field for pumping conductive
fluid. The electrokinetic phenomenon can be divided into electro-
phoresis and electroosmosis.

Electrophoresis is the effect, by which charged species in a fluid
are moved by an electrical field relative to the fluid molecules.
The velocity of the charged species is proportional to the field
strengthE:

V5mepE (2)

wheremep is the electrophoretic mobility of the species. Electro-
phoresis is used for separation of molecules like DNA molecules.

In contrast to electrophoresis, electroosmosis is the pumping
effect of a fluid in a channel under the application of an electrical
field. A surface charge exists on the channel wall. The surface
charge comes either from the wall property or the adsorption of
charges species in the fluid. In the presence of an electrolyte so-
lution, the surface charge induces the formation of a double layer
on the wall by attracting oppositely charged ions from the solu-
tion. An external electrical field forces the double layer to move.

Fig. 7 Rotary pumps

Fig. 8 Ultrasonic pumps

Fig. 9 Principles of electrohydrodynamic pumps

Table 6 Typical parameters of electrohydrodynamic
micropumps
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Due to the viscous force of the fluid, the whole fluid in the chan-
nel moves with a flat velocity profile~plug flow!:

V5meoE (3)

wheremeo is the electroosmotic mobility of the fluid. Due to its
nature, the electroosmosis effect was used for pumping fluid in
small channels without applying a high external pressure. In micro
analysis systems electroosmosis effect is used for delivering
buffer solution, and in combination with the electrophoretic effect,
for separating molecules. The most common application of elec-
trokinetic pumps is the separation of large molecules like DNA or
proteins. The device proposed by Harison et al.@72,73# could gen-
erate a fluid velocity of 100mm/s with a field strength of 150
V/cm. Webster et al.@74,75# uses the gel electrophoresis for sepa-
rating DNA-molecules in microchannel with relatively low field
strength~5 to 10 V/cm!.

Phase Transfer Pump.Beside the ultrasonic principle, electro-
hydrodynamic principle and electrokinetic principle, phase trans-
fer is another principle for pumping fluid in small channels, in
order to overcome the high fluidic impedance caused by viscous
forces. This principle uses the pressure gradient between the gas
phase and liquid phase of the same fluid for pumping it. The
realization in microscale is simpler than in other pump types.
Takagi et al.@76# presented the first phase transfer pump~Fig.
10~a!!. The alternate phase change is generated by an array of 10
integrated heaters. The same pump principle was realized with
stainless steel and 3 heaters in@77#. Jun and Kim@78,79# fabri-
cated a much smaller pump based on surface micromachining.
The pump had 6 integrated polysilicon heaters in a channel with 2
micron height and 30 micron width~Fig. 10~b!!. The pump is
capable to deliver a flow velocity of 160ml/s or flow rates less
than 1 nanoliter per minute.

Electro Wetting Pump. The electro-wetting pump was pro-
posed by Matsumoto et al.@80#. The pump principle uses the de-
pendence of the tension between solid/liquid interface on the
charge of the surface. The principle can be used for direct pump-
ing, but no example was reported. Lee and Kim@81# reported a
micro actuator based on electro-wetting of mercury drop, which
can be used for driving a mechanical pump with check valves as
proposed in@80#.

Electrochemical Pump. Electrochemical pumps use the pres-
sure of gas bubbles generated by electrolysis water. Bi-directional
pumping can be achieved by reserving the actuating current,
which makes the hydrogen and oxygen bubbles reacting back to

water @82#. The pumped fluid volume can be measured by esti-
mating the gas volume with the measurement of the conductivity
between electrodes 2 and 3~Fig. 11!.

Magnetohydrodynamic Pump.The pumping effect of a Mag-
netohydrodynamic~MHD! pump is based on the Lorentz force
acted on a conducting solution:

F5I 3Bw, (4)

where I is the electric current across the pump channel,B the
magnetic field strength andw the distance between the electrode
~Fig. 12~a!!. Lemoff et al.@83,84# realized this principle in silicon
~Fig. 12~b!!. The pump was able to generate a not-pulsatile flow
like that of EHD-pumps and electrokinetic pumps. A maximum
flow velocity of 1.5 mm/s can be achieved~1 M NaCl solution,
6, 6 V!. MHD-pumps generate a parabolic velocity profile, similar
to a pressure driven flow in channels.

3 Scaling Law for Micropumps
The first question, which arises in dealing with micropumps, is

what kind of pump can be actually called a micropump? Is that the
size of the pump itself or is that the fluid amount the pump can
handle? Since the above question is still unanswered, Fig. 13 il-
lustrates the typical sizes versus the maximum flow rates of the
published micropumps listed as references. The pump chamber

Fig. 10 Phase transfer pumps

Fig. 11 Electrochemical pump

Fig. 12 Magnetohydrodynamic pump: „a… schematic of con-
cept, „b… design example, fluid flows out of page plane

Fig. 13 Flow rate versus typical size for mechanical pumps
„the numbers indicate the corresponding references …

Table 7 Typical parameters of phase transfer micropumps
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diameters of mechanical pumps are chosen as the typical sizes.
Most of the mechanical pumps have a size between 5 mm and 1
cm, due to their relatively large piezoelectric actuator unit~Table
7!. With the use of alternatives such as thermopneumatic actuators
@10,19,37,39,48#, electro-wetting actuators@80# or electrochemical
actuators@82#, the pump size can be reduced to less than 100
micron. No mechanical micropump was able to generate a flow
rate less than 1ml/min accurately, due to the large viscous forces
and their relatively ‘‘large’’ size.

Figure 14 shows the flow rate-size characteristics of nonme-
chanical pumps. The channel widths are taken as typical sizes.
With nonmechanical principle such as electrohydrodynamic, and
electrokinetic pumping, micropumps can penetrate the 1ml/min
limit. Figure 15 depicts the estimated maximum Reynolds number

in the reviewed micropumps, it can be seen clearly that most of
the pumps have laminar flow characteristics.

The next problem of scaling law is the relation between the
pumped energy or the mechanical work and the pump size. Table
8 gives an overview about the energy density stored in actuators
used for micropumps@85#. Assuming that the energy density in all
actuator types doesn’t change with the miniaturization, the energy
stored in a micropump actuator decreases with three order of the
miniaturization. The pumped energy per stroke is given by@41#:

Emax5
pmaxQmax

4 f
(5)

wherepmax is the maximum back pressure andQmax is the maxi-
mum flow rate for a given reciprocating frequencyf. This equation
can only be applied for mechanical pumps using reciprocating
pump membrane. The energy efficiency of a pump is defined as
the relation between the energy stored in the actuator and the
pumped energy. Assuming that the energy efficiency of mechani-
cal micropumps doesn’t change compared to its macroscopic
counterpart, the energy delivered by a micropump decreases with
three orders of miniaturization.

Figure 16 evaluates the pumped energy of the check-valve
pumps, the peristaltic pumps and the flow rectification pumps
listed in the reference. The data show clearly that the pumped
energy varies between 0.01 and 1mJ while the pump size is re-
stricted between 0.6 mm and 10 mm. The field figures indicated
pumps with piezoelectric actuators. Most of the piezoelectric ac-
tuators are external, which leads to the size restriction mentioned
above. Smaller thermopneumatic actuators~almost 10 time
smaller than piezoelectric actuators! can be integrated in the

Fig. 14 Flow rate versus typical size for non-mechanical
pumps „the numbers indicate the corresponding references …

Fig. 15 Maximum Reynolds number versus typical size
Fig. 16 Pumped energy per stroke versus typical size „filled
figures indicate that the pumps use piezoelectric actuators …

Table 8 Maximum energy density of typical actuators in
micropumps
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micromachining process@38,39#, but their values of the pumped
energy per stroke are also 10 times less than those of piezoelectric
actuators. This observation leads to the conclusion that the
pumped energy in mechanical pumps also decreases with the min-
iaturization.

Figure 17 plots the maximum back pressure versus the maxi-
mum flow rates. The flow rate is proportional to the average flow
velocity, which in turn is proportional to the pressure loss. Figure
15 agrees with this general observation.

Concluding Remarks
The emerging MEMS technology opens new possibilities for

fluid machinery in a very distinct length scale, the micron size. In
this range, the surface to volume ratio is much larger than that in
macro scale, which leads to high viscous forces and restricts
down-scaling of well-known mechanical pump principles. Me-
chanical pumps fill the flow range gap between nonmechanical
pumps and classical macro-scale pumps, which ranges between
several microliter to several mililiter per minute. We need nonme-
chanical pumps for handling flow rates in nanoliter or picoliter per
minute ranges. With the emerging biomedical technology, pumps
for handling extremely small fluid amounts become more and
more important. By integrating pumps with other microfluidic de-
vices as well as sensors, the vision of a lab on chip for biomedical
applications and drug discovery will be the reality in the near
future. With this goal, the exploration of new pumping principles
and their realization with MEMS-technology are and will be huge
scientific and engineering challenges.
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Numerical Modeling of Wind
Turbine Wakes
An aerodynamical model for studying three-dimensional flow fields about wind turbine
rotors is presented. The developed algorithm combines a three-dimensional Navier-Stokes
solver with a so-called actuator line technique in which the loading is distributed along
lines representing the blade forces. The loading is determined iteratively using a blade-
element approach and tabulated airfoil data. Computations are carried out for a 500 kW
Nordtank wind turbine equipped with three LM19.1 blades. The computed power produc-
tion is found to be in good agreement with measurements. The computations give detailed
information about basic features of wind turbine wakes, including distributions of inter-
ference factors and vortex structures. The model serves in particular to analyze and verify
the validity of the basic assumptions employed in the simple engineering models.
@DOI: 10.1115/1.1471361#

1 Introduction
Load and performance calculations of wind turbines are today

routinely performed by the Blade-Element/Momentum~BEM!
method~Glauert@1#!. This method is based on dividing the flow in
annular control volumes and applying momentum balance and
energy conservation in each control volume. The annuli are
bounded by stream surfaces that enclose the rotor and extend from
far upstream to far downstream. Basic assumptions of the method
are that the induced velocity in the rotor plane is equal to one half
of the induced velocity in the ultimate wake, and that the flow can
be analyzed by dividing the blade into a number of independent
elements. For each blade element the aerodynamic forces are ob-
tained using tabulated airfoil data, derived from wind tunnel mea-
surements and corrected for three-dimensional effects. Because
the BEM model is simple and very fast to run on a computer, it
has gained an enormous popularity and is today the only design
code in use by industry. However, owing to limitations of repre-
senting all the various flow situations encountered in practice, it
has become necessary to introduce different empirical corrections.
Such situations include phenomena related to dynamic inflow,
yaw misalignment, tip loss and heavily loaded rotors. There exists
thus an increasing need to establish experiments and to develop
more advanced models to evaluate the basic assumptions under-
lying the BEM model. Although there today seems to be no real-
istic alternative that may replace the BEM model as an industrial
design tool, more advanced inviscid models have been developed
to overcome the limitations of the momentum approach.

One such method is the vortex wake method. In this method the
shed vorticity in the wake is employed to compute the induced
velocity field. The vorticity may either be distributed as vortex
line elements~Miller @2#, Simoes and Graham@3#, and Bareiss
et al.@4#! or as discrete vortices~Voutsinas et al.@5#!, with vortex
distributions determined either as a prescribed wake or a free
wake. A free wake analysis may in principle provide one with all
relevant informations needed to understand the physics of the
wake. However, this method can be very computing demanding
and tends to diverge owing to the intrinsic singularities of vortex
lines.

Another method is the asymptotic acceleration potential method
~van Holten @6# and van Bussel@7#!. This method is based on
solving a Poisson equation for the pressure, assuming small per-
turbations of the mean flow. Compared to vortex wake models, the

method is fast to run on a computer. The model has been used to
analyze various flow cases, such as dynamic inflow and yawed
flow. The main limitation of the model is that it is based on lin-
earized flow equations, hence further development of the tech-
nique is required when analyzing flows about rotors subject to
high loadings.

Finally, yet another class of inviscid methods is the generalized
actuator disk method. This type of model represents a straight-
forward extension of the BEM model, as it employs tabulated
airfoil data along with the conservation laws. The main difference
is that the annular independence of the BEM model is replaced by
the solution of a full set of Euler or Navier-Stokes equations.
Axisymmetric versions of the method have been developed and
solved either by analytical/semi-analytical methods~Wu @8#,
Greenberg@9#, Conway@10,11#! or by finite difference/finite vol-
ume methods~Sørensen and Myken@12#, Sørensen and Kock
@13#, Madsen @14#!. In helicopter aerodynamics similar ap-
proaches have been applied by e.g., Fejtek and Roberts@15# who
solved the flow about a helicopter employing a chimera grid tech-
nique in which the rotor was modelled as an actuator disk, and
Rajagopalan and Mathur@16# who modelled a helicopter rotor
using time-averaged momentum source terms in the momentum
equations. Comparisons with experiments have demonstrated that
the method works well for axisymmetric flow conditions and can
provide usefull informations regarding phenomena such as dy-
namic inflow~Sørensen and Kock@13#! and turbulent wake states
occurring for heavily loaded rotors~Sørensen et al.@17#!. The
main limitation of the method is that the forces are distributed
evenly along the actuator disk, hence the influence of the blades is
taken as an integrated quantity in the azimuthal direction.

To avoid the problem of using corrected or calibrated airfoil
data various hybrid viscous/inviscid models have been developed.
Sørensen@18# used a quasi-simultaneous interaction technique to
study the influence of rotation on the stall characteristics of a wind
turbine rotor. Sankar and co-workers~Berkman et al.@19#! devel-
oped a hybrid Navier-Stokes/full-potential/free wake method for
predicting three-dimensional unsteady viscous flows over isolated
helicopter rotors in hover and forward flight. The method has
recently been extended to cope with horizontal axis wind turbines
~Xu and Sankar@20#!. Another hybrid method is due to Hansen
et al. @21# who combined a three-dimensional Navier-Stokes
solver with an axisymmetric actuator disk model.

Recently, full three-dimensional computations employing the
Reynolds-averaged Navier-Stokes~RaNS! equations have been
carried out by Ekaterinaris@22#, Duque et al.@23#, and Sørensen
and Michelsen@24#. Although the RaNS methods are able of cap-
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turing the pre-stall behavior, because of inaccurare turbulence
modelling and grid resolution RaNS methods still fail to capture
correctly the stall behavior.

To overcome the limitations of the axisymmetric actuator disk
model, we here present a new model that combines a three-
dimensional Navier-Stokes solver with a technique in which body
forces are distributed radially along each of the rotor blades. Thus,
the kinematics of the wake is determined by a full three-
dimensional Navier-Stokes simulation whereas the influence of
the rotating blades on the flow field is included using tabulated
airfoil data to represent the loading on each blade. Although a
Navier-Stokes solver is employed for studying the global flow
field, the flow of interest is essentially inviscid, and viscous ef-
fects from the boundary layer are introduced only as integrated
quantities through the use of airfoil data. The airfoil data and
subsequent loading are determined iteratively by computing local
angles of attack from the movement of the blades and the local
flow field. The technique we refer to as the actuator line concept.
The concept enables us to study in detail the dynamics of the
wake and the tip vortices and their influence on the induced ve-
locities in the rotor plane. The main motivation for developing
such a model is to analyze and verify the validity of the basic
assumptions that are employed in the simpler more practical en-
gineering models.

In Section 2 the mathematical model and the computation algo-
rithm are described. Section 3 describes how the body forces are
derived from local blade-element considerations employing tabu-
lated airfoil data. In section 4 numerical results are presented for
the flow past a Nordtank 500/41 wind turbine equipped with three
LM19.1 blades. First, to validate the code, comparisons between
numerical results and experimental data are provided and a study
on grid sensitivity is carried out. Good agreement with the mea-
sured power curve is found. Next, global flow fields about the
rotor are analyzed. Distributions of induced velocities in the rotor
plane as well as the structure of the wake are computed. Particu-
larly, it is shown that the model is capable of predicting distinct
tip vortices and their location in the wake.

2 Mathematical Model and Numerics
The flow model combines the actuator line concept with a finite

difference discretization of the Navier-Stokes equations. The
equations are formulated in vorticity-velocity (v2V) variables
and solved in a cylindrical coordinate system~r, u, z!. The formu-
lation, which is obtained by applying the curl operator on the
Navier-Stokes equations in primitive variables~i.e., velocity-
pressure! consists of three transport equations for the vorticity
components, three definition equations connecting velocity and
vorticity, and the continuity equation, as shown below,

]v

]t
1¹3~v3V!52n¹3~¹3v!1¹3fe , (1)

¹3V5v, ¹•V50, (2)

wheren is the kinematic viscosity andfe is the loading which is
introduced as a body force on the right-hand side of the momen-
tum equations.

When solving Eqs.~1! and ~2!, continuity is automatically en-
sured, hence the problem of the pressure-velocity coupling asso-
ciated with a primitive variables formulation is avoided. The vor-
ticity formulation, on the other hand, is complicated by the
additional constraint that the vorticity field has to be solenoidal as
well. Furthermore, the scalar representation of Eq.~2! constitutes
a set of 4 equations in 3 unknowns and, therefore, comprises an
over-determined system that calls for special solution techniques.
In Huang and Ghia@25# it was demonstrated that a unique solu-
tion of the system is possible provided that the velocity boundary
conditions satisfy the constraint of zero mass flow out of the
boundaries. In the present work a least-squares method is em-
ployed to solve Eq.~2!.

In principle, a solenoidal vorticity field is obtained by writing
the transport equations in rotational form. It is important, how-
ever, that the discretization in itself does not introduce any artifi-
cial production terms due to truncation errors. This problem is
solved by employing a staggered grid in which the vorticity com-
ponents are defined at the face centers of the computational boxes.
Thus, denoting by (r i ,u j ,zk) the coordinates to the lower left
corner point of a computational box,v r is located at
(r i ,u j 11/2,zk11/2), vu is located at (r i 11/2,u j ,zk11/2), vz is lo-
cated at (r i 11/2,u j 11/2,zk), and the corresponding transport equa-
tions are discretized about the same locations. The staggered grid
arrangement is shown in Fig. 1.

Time integration is performed by utilizing a Crank-Nicolson
type scheme for the diffusive terms and an explicit Adams-
Bashforth discretization of the convection and stretching terms.
Employing a notation in whichLd denotes the diffusive terms and
L c the convective and stretching terms, Eq.~1! may in short be
written as

]v

]t
2Ld~v!5L c~v!1¹3fe , (3)

which in discretized form reads

2

Dt
vn112Ld

n11~v!5
2

Dt
vn1Ld

n~v!13L c
n~v!

2L c
n21~v!12¹3fe

n , (4)

whereDt is the time step and superscript ‘n’ refers to the time at
which the operator is evaluated. The spatial discretization is car-
ried out employing central differences for the diffusive terms and
the force terms, and the second order upwinding scheme QUICK
for the remaining terms. The resulting set of coupled difference
equations is solved simultaneously for all vorticity components by
an iterative line-relaxation method.

After having advanced the vorticity in time, the velocity field is
updated by solving the Cauchy-Riemann equations, Eq.~2!, with
the newly calculated vorticity on the right-hand side. These equa-
tions constitute a set of four first order differential equations. To
avoid wiggles from odd-even decoupling the equations are dis-
cretized by use of a box scheme. As we are seeking the solution
for only three variables, i.e., the velocity components
(Vr ,Vu ,Vz), the system is overdetermined and the solution is
accomplished by employing a least-squares method. This is found
by applying the conjugate gradient method on the associated nor-
mal equations. In discretized form, Eq.~2! is expressed as:

A= VI 5bI , (5)

whereA= is a m3q coefficient matrix,V is a vector containingq
unknown velocity components and the right-hand vectorb con-

Fig. 1 Staggered grid arrangement
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tainsm elements. This system is overdetermined and solved using
an iterative least squares method. This is accomplished by replac-
ing Eq. ~5! by its normal system

~A= TD= D= A= !VI 5A= TD= D= bI , (6)

whereD= is a diagonal matrix introduced for the purpose of scal-
ing. The elements on the diagonal ofD= aredii 5iai i2 , whereai
denotes thei th row of A= . This choice ofD= weights all equations
equally. It may be noted that solving Eq.~6! is equivalent to
minimize the functional

I 5
1

2E E E
v
@~¹•V!21i¹3V2vi2#dv. (7)

The solution of Eq.~6! is found by applying a standard conjugate
gradient method. Further details about the solution algorithm can
be found in Shen and Ta Phuoc@26# and Sørensen et al.@27#.

The computational domain is limited byr P@0,LR#, u
P@0,2p/3# and zP@2Lz1 ,Lz2#, whereLR denotes the radius to
the lateral boundary,Lz1 andLz2 denote the distances to the up-
stream and the downstream boundary, respectively, andu is the
azimuthal angle defined positive counter-clockwise. The compu-
tational domain is shown in Fig. 2. To reduce the computing time
the calculations are carried out in a domain comprising one third
of the rotor area by imposing periodicity in the azimuthal
direction.

To close the equations, boundary conditions are introduced as
follows. At the inflow boundary a constant axial wind velocity is
specified. At the outflow boundary downstream the rotor a Neu-
mann condition is imposed for the axial velocity component. At
the lateral boundary the radial velocity is put equal to zero.
Boundary conditions for the vorticity are everywhere established
from the vorticity definition equations. To summarize, the bound-
ary conditions for velocity and vorticity are defined as follows:

Lateral boundary (r 5LR,0<u<2p/3,2Lz1<z<Lz2):

Vr50, vu52
]Vz

]r
, vz5

1

r

]~rVu!

]r
.

Inflow boundary (0<r<LR,0<u<2p/3,z52Lz1):

Vz5Vo , v r52
]Vu

]z
, vu5

]Vr

]z
.

Outflow boundary (0<r<LR,0<u<2p/3,z5Lz2):

]Vz

]z
50, v r5

1

r

]Vz

]u
, vu52

]Vz

]r
.

The boundary conditions are imposed such that the velocity con-
ditions are used in the Cauchy-Riemann system, Eq.~2!, and the
vorticity conditions are employed in the transport equations, Eq.

~1!. As the transport equations are written in curl-form, no bound-
ary conditions are necessary for the solution of thevz-transport
equation at in-and outflow boundaries.

In principle, the flow is inviscid, but in order to stabilize the
solution diffusive terms are retained. Thus, an effective Reynolds
number is defined as Re5VoR/n, whereR is the radius of the rotor
andVo is the undisturbed velocity. It is important to note that the
Reynolds number only has a limited influence on the flow behav-
ior, as vorticity is only produced along the lines representing the
rotor blades and subsequently convected and diffused away from
these. The vorticity sources are introduced into the equations
through the body forces appearing on the right-hand side of Eq.
~1!. It is known from flows past bluff bodies that the drag coeffi-
cient and the essential flow behavior do not depend on the Rey-
nolds number, provided that it has reached a certain minimum
value ~Sørensen et al.@17#!.

3 Determination of Body Forces
To determine the body forces acting on the rotor blades we use

a blade-element approach combined with two-dimensional airfoil
characteristics. In Fig. 3, a cross-sectional element at radiusr
defines the airfoil in the (u,z) plane. Denoting the tangential and
axial velocity in the inertial frame of reference asVu and Vz ,
respectively, the local velocity relative to the rotating blade is
given as

Urel5~Vu2Vr ,Vz!. (8)

The angle of attack is defined as

a5f2g, (9)

wheref5tan21(Vz /(Vr2Vu)) is the angle betweenUrel and the
rotor plane andg is the local pitch angle. The force per spanwise
unit length is

f2D5
dF

dr
5

1

2
rU rel

2 c~CLeL1CDeD!, (10)

where CL5CL(a,Re) andCD5CD(a,Re) are the lift and drag
coefficients, respectively,c is the chord length, andeL and eD
denote the unit vectors in the directions of the lift and the drag,
respectively. The lift and drag coefficients are determined from
measured or computed two-dimensional airfoil data that are cor-
rected for three-dimensional effects. There are several reasons
why it is necessary to correct the airfoil data. First, at separation
rotational effects limit the growth of the boundary layer, resulting
in an increased lift as compared to two-dimensional characteris-
tics. Various correction formulas for rotational effects have been
derived using quasi three-dimensional approaches~see e.g., Snel

Fig. 3 Cross-sectional airfoil element

Fig. 2 Cross section of computational domain
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et al.@28# and Chaviaropoulos and Hansen@29#!. Next, the airfoil
characteristics depend on the aspect ratio of the blade. This is in
particular pronounced at high incidences where the finite aspect
ratio drag coefficient,CD , is much smaller than the corresponding
one for an infinite blade. As an example, for a flat plate at an
incidencea590 deg the drag coefficientCD52 for an infinitely
long plate, whereas for aspect ratios corresponding to the geom-
etry of a wind turbine bladeCD takes values in the range 1.2–1.3.
In Hoerner@30# it is stated that the normal force from a flat plate
is approximately constant for 45 deg,a,135 deg, indicating that
in this range bothCL andCD have to be reduced equally. Hansen
@31# proposes to reduceCL and CD by an expression that takes
values in range from 0.6–1.0, depending on the ratio between the
distance to the tip and the local chord length. It should be noticed,
however, that this is only a crude guideline and that most airfoil
data for wind turbine use is calibrated against actual performance
and load measurements. This also explains why most manufactur-
ers of wind turbine blades are reluctant to change well-tested air-
foil families.

Considering an element of differential size,dv5rdrdudz, the
force is given by

f5
dF

dv
5

f2D

rdudz
. (11)

Projecting this vector on the coordinate directions we get

f r50, (12)

f u5
rcUrel

2

2rdudz
~CL sinf2CD cosf!, (13)

f z5
rcUrel

2

2rdudz
~CL sinf1CD cosf!. (14)

The kinematics of the flow may also be expressed in terms of
the induced velocity,

wi5~2aVo ,2a8Vr !, (15)

where the axial flow interference factor is defined as

a512
Vz

Vo
, (16)

and the tangential flow interference factor

a852
Vu

Vr
. (17)

As the source term in Eq.~1! is given as the curl of the load, it
acts as a singular vorticity source along the rotor blades. To avoid
singular behavior,fe is formed by taking the convolution of the
computed normal load,f, and a regularization kernel,he , as
shown below

fe5f^ he ,

where

he~r !5
1

e3p3/2 exp@2~r /e!2#.

Heree is a constant that serves to adjust the strength of the regu-
larization function andr is the distance between the measured
point and the initial force points on the rotor. In the case of three
blades, the regularized force becomes

fe~x!5(
i 51

3 E
0

R

f2D~r !he~ ux2rei u!dr,

whereei denotes the unit vector of the blade direction. Denoting
the position of the first blade in cylindrical coordinates by
(r ,uo ,zo), the two other positions are given as (r ,uo12p/3,zo)
and (r ,uo14p/3,zo), respectively. The reason for introducing the

functionhe is to distribute smoothly the loading on more than one
mesh point. The influence of the parametere has been studied in
Sørensen et al.@17#.

4 Results and Discussion
We here compute the global flow field past a 500 kW Nordtank

wind turbine equipped with three LM19.1 blades. The turbine has
a rotor diameter of 41 m and runs at a tip speedVtip558 m/s. The
blade sections consist of NACA 63-4xx series airfoils on the outer
8 m of the blade and of FFA-W3-xxx airfoils on the remaining
inner part. The blade has approximately a linear chord distribution
from r 54.5 m tor 518.0 m and is twisted gradually from 0 at the
tip to 20 deg atr 54.5 m. The chord and thickness distributions
range from about 1.6 m and 53% atr 54.5 m to about 0.1 m and
15% atr 520.5 m, respectively. The airfoil data is based on two-
dimensional measurements up to and just beyond stall~see Abbott
and Doenhoff@32# and Björck @33#!.

For higher incidences, no data are available for these profiles
and instead data for NACA 0012 and Go¨ttingen 420 were em-
ployed ~Riegels @34#!. The data were furthermore corrected for
three-dimensional effects, as described in Section 3. The data
were tabulated at four spanwise stations for incidences ranging
from a5210 to a5110 deg. Adaptation to the computational
mesh was accomplished by using linear interpolation. The data
were kindly provided by Øye~private communication! and are
normally used for BEM calculations in the Flex5 aeroelastic code.
They were not modified in the present work.

The computations are carried out in a domain in which the
inflow and the outflow boundary is located 20 rotor-radii, respec-
tively, upstream and downstream of the rotor. The radial extent of
the domain comprises 10 rotor-radii measured from the rotational
axis. To capture the gradients of the flow field, grid points are
concentrated near the blade tips and stretched in radial as well as
in axial direction. The resulting grid consists of 100 grid points in
the radial direction, 99 points in the axial direction and 50 points
in the azimuthal direction. The mesh is equidistant in the
u-direction, i.e.,Du50.044. In the axial direction the grid spacing
ranges fromDz50.036 at the rotor plane to aboutDz51.6 in the
far wake, and in the radial direction the spacing takes values from
Dr 50.022 near the tip to aboutDr 50.4 at the lateral boundary.
The computations are carried out at an effective Reynolds number
of 5000. As discussed earlier, using a low Reynolds number does
not have an effect on the flow behavior at the blades, but will
cause the wake to become more diffusive. The grid spacing and
the value of the used Reynolds number is of course a compromise
between accuracy and computing costs.

4.1 Validation of Numerical Model. To validate the nu-
merical model the power yield of the Nordtank wind turbine was
computed and compared to measurements. The comparison is
shown in Fig. 4 that displays the mechanical power as a function
of wind speed. For wind speeds up to aboutV0512 m/s excellent
agreement is found between computed and measured values. At
high wind speeds, however, the mechanical power is overpre-
dicted with up to about 5%. This discrepancy is most probably
related to inaccurate airfoil data as the induced velocities are al-
most negligible at high wind speeds. ForV0 greater than 12 m/s
the rotor is stalled, and most of the flow on the suction side of the
blade is separated. Hence, the airfoil data are subject to severe
three-dimensional effects and become less reliable.

To quantify the influence of the employed grid, a computation
on a finer mesh consisting of 1503503148 points was carried out
for V0510 m/s. Comparisons of the force distributions computed
by use of the two grids are shown in Fig. 5. Any difference be-
tween the two computations are barely seen and we conclude that
the original grid is sufficiently fine to ensure accurate solutions.

To ensure that the flow is fully developed in most of the wake
we let the computations run to aboutt520. With a timestep of
Dt52•1023 this corresponds to a total of about 104 time steps.
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4.2 Wake Structures. In the following we show some rep-
resentative numerical results that characterize the wake structure
of the rotor. The results shown are computed at a wind speedV0
510 m/s, corresponding to a tip speed ratio of 5.8. Figure 6 de-
picts iso-vorticity contours illustrating the downstream develop-
ment of the wake vortices. The bound vorticity of the blades is
seen to be shed downstream from the rotor in individual vortex
tubes. These vortices persist about 2 turns after which they diffuse
into a continuous vortex sheet. From experiments it is known that
distinct spiral structures are maintained more turns than what is
depicted in Fig. 6. It is most likely the combined effect from the
low Reynolds number and the somewhat coarse grid downstream
of the rotor that causes a too early diffusion of the vortex tubes.

Figure 7 shows the distribution of the axial interference factor,
Eq. ~16!, in the rotor plane. The three blades are seen as lines with
a high density of iso-lines, owing to the large changes in induced
velocity that takes place across the blades. The number of iso-
lines is 30 and the value between two successive lines is equidis-
tant. The values range from20.15–0.55, with peak values appear-
ing near the mid-section of the blades~with a positive value on

one side of the blade and a negative value on the other!. The tip
vortices appear as localized regions with negativea-values, with a
minimum of about20.11, corresponding to an axial velocity that
is 11% higher than the inflow wind speed.

Following a in the azimuthal direction at a constant radius~see
Fig. 8!, the distribution is seen to be dominated by rather high
minimum and maximum values. For the case treated here we
compute values ofa going from 0.55 on one side of the blade to
20.10 on the other side of the blade, with the mean value located
about halfway between two blades. The dramatic jump ina is due
to the induction from the bound vorticity located on the blade. To
compare the interference factorsa and a8, defined in Eqs.~16!
and ~17!, with results from BEM or axisymmetric actuator disk
models, we compute averaged values from the formulas

Fig. 4 Comparison of measured and computed mechanical
power production for the Nordtank 500 Õ41 wind turbine

Fig. 5 Comparison of force distributions computed on the
original mesh „100Ã50Ã99… and on the fine mesh „150Ã50
Ã148… at VoÄ10 mÕs

Fig. 6 Computed vorticity field showing the formation of the
wake structure at VoÄ10 mÕs

Fig. 7 Distribution of axial interference factor, aÄ1ÀVzÕVo ,
in the rotor plane at VoÄ10 mÕs
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ā~r !5
1

2p E
0

2p

a~r ,u!du, a8̄~r !5
1

2p E
0

2p

a8~r ,u!du.

(18)

Figure 9 depicts the radial distributions ofā anda8̄. It is seen that

a8̄ decreases monotonously from a value of 0.4 atr /R50.05 to

zero at the tip. In contrast to the smooth behavior ofa8̄, ā exhibits
local maxima at bothr 50 and atr /R50.75. Both interference
factors exhibit values in the order of 0.1, showing that the induced
velocities atV0510 m/s has a relatively large influence on the
performance and the loading of the rotor.

The development of the axial velocity distribution in the wake
is depicted in Fig. 10. The velocity distributions are averaged in
the azimuthal direction and plotted at axial positionsz/R50, 1, 2,
and 3. Outside the wake the value of the axial velocity attains the
one of the undisturbed wind. A small overshoot is observed at
z/R52. For all velocity profiles a distinct minimum occurs atr
50. This is caused by the loading on the inner part of the blade

that is dominated by large drag forces. The position of the tip
vortices~see also Fig. 6! is inferred as dots on the velocity pro-
files. As can be seen they are generally located midway between
the wake and the external flow at the position where the gradient
of the axial velocity attains its maximum value.

5 Conclusion
A numerical model for predicting global flow fields about rotors

of wind turbines was presented. The model is based on a so-called
actuator line concept in which the blade loading, implemented
along lines representing the rotor blades, is introduced in the
Navier-Stokes equations as body forces.

The model was validated against experiments of a three-bladed
500 kW Nordtank wind turbine. The computed power distribution
was found to be in good agreement with experimental results.

The computations demonstrated that the global flow field about
the rotor is well represented by letting the loading on the blades be
determined by body forces distributed along lines. In the near
wake the shed vortices appeared as distinct vortex tubes, although
they after about 2 turns are diffused into a continuous vortex
sheet.

Useful informations about the structure of the flow field behind
the rotor were obtained. In particular, the axial interference factor
in the rotor plane and the position of the tip vortices in the imme-
diate wake behind the rotor were analyzed in details.

An important future application of the model will be to analyze
the validity of the assumptions underlying simpler practical engi-
neering models, such as the blade-element momentum method. In
particular, future applications of the model are planned to focus on
tip corrections, curved or tapered blade shapes and yaw
misalignment.
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Vortex Dynamics of the Stator
Wake-Rotor Cascade Interaction
The behavior of turbine stator wakes moving with the flow through a rotor cascade is
studied. The stator wake is modeled as a series of active vortices forming part of a von
Karman vortex street, the motion of which is determined with the aid of the vortex
dynamics theory. The study has recognized basic mechanisms and patterns of the wake-
cascade interaction. In particular, it revealed that the course of the interaction depends
on initial distribution of the vortices in the wake when it approaches the rotor cascade.
@DOI: 10.1115/1.1467597#

Introduction
Unsteady effects generated by stator wakes transported with the

flow through a rotor cascade manifest themselves as local fluctua-
tions of flow parameters, which affect the rotor performance and
contribute to the level of losses. Both the scale to which the pres-
ence of wakes alters the steady-state pattern of the flow, and di-
rection of its effects are still the matter of discussion. Generally, it
is assumed that neglecting unsteady phenomena in a flow machine
may lead to the underestimation of its losses@1#, but opinions can
also be found that in some cases the presence of wakes improves
the stage performance by periodical sweeping out the stagnation
areas.

Throughout the history, the wake was modeled in many ways,
depending on the current state of knowledge on the phenomenon.
One of the first models of the stator wake in a rotor cascade was
proposed by Meyer@2#. In his model the wake was represented by
a regular band of velocity perturbation, the so-called ‘‘negative
jet,’’ immersed in the otherwise uniform flow. The stator wakes
were convected with the main flow and chopped into segments by
the downstream rotor cascade. Within the rotor passage, the wake
segments kept their initial shapes and continued to behave as
negative jets, thus generating secondary velocity fields responsible
for fluid transport from the pressure to the suction side of the
passage.

Attempts were made to include the ability of the wake to de-
form on its way through the rotor passage. Smith@3# noted that
the circulation around a rotor blade makes the opposite ends of a
wake segment move with different velocities. As a consequence,
the segment is stretched and sheared, and when the wake leaves
the rotor its particular segments form a saw-like structure rather
then reunite into the initial continuous shape.

Further attempts to capture the wake deformation based on the
potential flow model with a continuous vortex layer of changing
intensity shed from the blade trailing edge, following the classical
concept proposed by Prandtl and initially implemented for study-
ing unsteady phenomena in the flow past a single airfoil. Lienhart
@4# developed a model of the flow through a stage in which the
unsteady wakes, shed from both the stator and rotor blades, took
into account the relative stator/rotor motion. Once shed to the
flow, particular segments of the stator wake moved with the local
flow velocity through the rotor cascade, thus making further con-
tribution to unsteady flow effects in the rotor passage. The shapes
of the blades were modeled by the vortex layers distributed along
blade contours to make them impermeable for the flow. Instanta-
neous intensities of the layers, being the response to changing
flow conditions in their vicinity, were calculated from a set of
integral equations. With the aid of computer technique Lienhart

simulated successive stages of the wake deformation, and calcu-
lated unsteady fluctuations of potential forces generated in each
cascade and their dependence on the dimension of the stator/rotor
gap.

Krammer @5# modified the model developed by Lienhart by
adding two contrarotating rows of vortices along the wake axis to
simulate the velocity defect. Thus his wake model, consisting of
two types of vortices, was able to combine the potential and vis-
cous effects. He presented the course of wake deformation indi-
vidually for viscous and potential parts, and calculated their im-
pact on unsteady forces generated on the rotor. By comparing his
results with the experiment he proved that neglecting viscous ef-
fects when calculating unsteady forces may be only justified for
small axial distances.

Despite a discrete representation, the wakes in the above two
papers were still treated in a classical manner, as continuous bands
of fluid in otherwise inviscid and incompressible flow, with the
velocity deficit changing uniformly along the wake axis. Further
development in wake modeling was only possible when special-
ized 3D codes were developed to solve Navier-Stokes~NS! equa-
tions for turbulent, compressible, and viscous flows through flow
machine stages. In those codes stator wakes were generated as
part of the general solution and their characteristics did not have
to be assumed a priori. The codes provided opportunities for detail
studies of numerous aspects of the stator wake-rotor cascade in-
teraction, including wake deformation@6#, profile losses@7#, un-
steady heat transfer@8#, boundary layer transition@9#, pressure
fields and blade load fluctuations@10#, etc. Experimental verifica-
tion of the obtained results was, generally, good—within accuracy
and resolution ranges of the measuring devices used.

Initial unsteady calculations performed with the aid of 3D NS
codes made use of relatively coarse grids. As a result, the gener-
ated wakes had the shapes similar to those obtained in earlier
studies, i.e., regular layers of increased entropy, without visible
traces of inner structure. However, experiments intended to take
more detailed insight into the stator wakes revealed characteristic,
well distinguishable frequencies in the signals recorded in the area
occupied by the wake, which testified to the presence of regular
structures in there@11,12#. More recent numerical computations
performed for isolated stators at sufficiently fine grids and time
steps also produced wake patterns, in which easily recognizable
were two rows of well-developed vortices, having the structure
similar to that of the von Karman vortex street@13–16#. In this
context, the natural next step of wake investigations is to examine
how the presence of vortices as active structures changes the
pattern of the stator-rotor interaction known from earlier NS
analyses.

Some attempts to include the vortex dynamics in stator wake-
rotor interaction studies have already been published. Valkov and
Tan@17# have numerically shown that for selected flow conditions
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the wake, initially having the form of a regular layer with Gauss-
ian velocity defect distribution, can roll up into regular vortices
before entering the rotor passage.

Sondak and Dorney@18# have simulated numerically the vortex
wake shed from stator blades and its further interaction with the
rotor cascade. A conclusion from their study was that the presence
of the moving rotor affects the stator wake shedding frequency,
which reveals a strong energy peak close to the harmonics repre-
senting the blade-passing frequency.

Kost et al.@19# have examined experimentally and numerically
unsteady flow fields generated by stator wakes passing a HP tur-
bine rotor. Entropy distributions calculated by them downstream
of the stator cascade revealed well-developed vortices which gen-
erated relatively strong secondary flows in the rotor passage, in
the direction from the pressure side to the suction side. These
effects were also noticeable in the velocity fields obtained from
the measurements.

Hummel@20# continued the numerical studies of the above flow
case, with particular interest focused on the stator-rotor wake in-
teraction and its implication to the next stator clocking phenom-
enon. He presented a schematic of possible distribution and be-
havior of wake vortex structures behind the rotor trailing edge, in
which the dominating role was played by a vortex pair created
from the rolled up stator wake. In the two above papers, their
authors assess the correspondence between the experimental and
numerical results as excellent.

For a continuous wake, as modeled in the majority of the earlier
wake interaction studies, the wake characteristics at the rotor inlet
are time-independent and successive rotor blades chop off identi-
cal wake segments, which are then expected to behave in the same
way when passing the rotor passage. This, however, is not true
any longer when the wake comprises a sequence of separate, ac-
tive vortices, observed in the recent publications. At least two
factors can be named which make these two kinds of interaction
different. First, active structures interact with each other and with
the boundaries, as a result their trajectories differ from those esti-
mated on the basis of pure main flow convection. Second, even if
vortex wake steady-state parameters, such as strength of the vor-
tices and distances between them, are kept constant, the charac-
teristics of particular wake segments chopped off by rotor blades
may differ by an arbitrary parameter, which is the initial distribu-
tion of vortices with respect to the chopped-off section at the
chopping instant.

The above aspect of the stator wake-rotor interaction cannot be
effectively studied using NS codes. The NS equations are believed
to capture all phenomena taking place in the flow in given condi-
tions, including shocks, turbulence, large-scale vortices etc.
Studying the motion of such fine structures as wake vortices in
those circumstances is extremely difficult. The results obtained
using the NS codes are affected by both physical and purely nu-
merical agents, and extracting the effects corresponding to an in-
dividual agent, the dynamics of wake vortices being the object of
the present study, may be burdened with high level of uncertainty.
Moreover, the earlier mentioned vortex distribution in the wake
segment at the chopping instant is not directly controlled in the
NS codes, as it is obtained as part of the solution, and studying
the influence of this parameter on the wake dynamics would be
ineffective.

To make the vortex dynamics more pronounced and control-
lable on the background of other effects, in the present study a
flow model has been employed which makes full use of the vortex
dynamics~VD! theory, developed by Lin for multiply connected
regions@21#. Compared to NS analyses, the VD theory provides
additional tools, in the form of invariants of motion, to control the
process of calculations at a very high accuracy, comparable with
analytical solutions. The model bases on a 2D potential flow
through an infinite cascade of blades, with the wake represented
by vortex singularities. Unlike the previous works with vortex
models@4,5#, here each singularity in the stator wake represents

an independent coherent structure. The main goal of the study is
to recognize basic patterns and mechanisms controlling the dy-
namics of the stator wake vortices in the rotor passage. In order to
keep the geometrical and physical conditions of the study within
realistic regimes, the geometry of the examined cascade was se-
lected identical with the medium diameter blading cross-section of
an HP impulse turbine rotor. The parameters of the flow through
the rotor cascade are also typical of the HP turbine stage.

Steady Flow Model
A common strategy in studying the wake deformation with the

aid of vortex models is to trace their motion in a series of instan-
taneous flow images illustrating successive deformation stages,
each previous stage creating the input data for calculating the next
one. In this context, a factor of crucial significance for the final
result is sufficiently high accuracy in evaluating transient stages.
The vortex models adopted by Lienhart@4# and Krammer@5# de-
scribed the velocity field in the vicinity of the blades using the
vorticity distributed along the blade contours. In a numerical rep-
resentation this vorticity is represented by sets of isolated vortices,
which is a source of inaccuracy in evaluating instantaneous ve-
locities of the vortices, especially those moving close to the blade
contours. To avoid this, in the present study a method of confor-
mal mapping was adopted, in which the singularities used for
determining blade shapes are located at a distance from the
boundaries. This way a continuous and regular velocity field is
created in the entire flow area. Controlled accuracy of solutions
obtained using the adopted method is generally believed to reach,
asymptotically, the accuracy of analytical solutions.

Mapping Function. The mapping function maps aK-element
segment of an infinite linear cascade of blades into a circular
cascade ofK circles, see Fig. 1. A general formula for this func-
tion may be given in a differentiable form of an infinite fraction
series@22#:

z5
T

2p
lnF z1(

k51

K

(
n51

`

Cnei ~n11!~k21!fS a

z2z1ei ~k21!fD nG .

(1)

The number of blades,K, constituting the transformed cascade
segment can be chosen arbitrarily depending, among other factors,
on the scale of nonuniformity of the examined phenomenon. Here,
the segment consisting ofK58 blades was chosen to make it
possible to compare instantaneous flow images in several adjacent
passages. The choice ofK determines the length of the segment as
T5tK, wheret is cascade pitch. The angle between two adjacent
circles in the canonical plane isf52p/K. In practical numerical
applications the infinite inner sum is reduced to a limited number
of terms,N, the choice of which compromises between the re-
quired accuracy and computation time. In the present study a
number ofN520 terms was assumed, which returned the blade
contour mapping error of an order of 102421025 over the major
part of the blade contour, except a small region of the blade outlet
where it rose to 1023.

Unknown parameters in Eq.~1! are the center of the first circle
z1 , the circle radiusa, equal for all circles, and a series of com-
plex coefficientsCn . In the present study these parameters were
calculated using an algorithm based on that developed by Kosma
@23#, with some modifications introduced to improve the conver-
gence. Definite values of the parameters determining the final for-
mula of the mapping function for the examined cascade are given
in the Appendix.

After calculating the unknown parameters of the mapping func-
tion, further analyses are performed in the canonical planez. The
preliminary part of the present study included a series of steady
flow calculations, performed to assess the applicability of the po-
tential flow model to the examined problem.
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Steady Flow Through Circular Cascade of Circles. The
mapping function, Eq.~1!, transforms the parallel flow in the
physical plane into the flow generated by a source,Qr , and a
vortex, G r , located at origin in the canonical plane—pointS in
Fig. 1. The strengths of these singularities can be determined from
an assumed flow velocity,U, and inlet flow angle,b, in the physi-
cal plane as@19#:

for vortex: G r5
UT

2p
cosb (2)

for source: Qr5
UT

2p
sinb. (3)

Similarly to the case of the mapping function, a general differ-
entiable formula for the steady flow complex velocity in the ca-
nonical plane can be given in the form of a fraction series@22#:

n̄~z!5
Qr2 iG r
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(4)

where Dk,n
s are unknown complex coefficients, calculated from

the system of equations expressing the condition that the normal
velocity be zero along the entire contour of each blade, and the
tangent velocity be zero at the circle point corresponding to the
blade trailing edge, defined as the point in the vicinity of
the cascade exit where the blade camber line crosses the blade
contour.

Local flow velocities calculated in the canonical plane are
transformed to the physical plane using the standard formula@22#:

n~z!5
n~z!

dz

dz

; (5)

wheredz/dz is calculated from Eq.~1!.

Wake Model

Wake Characteristics. The literature gives little and rather
incomplete data on the inner structure and strength of the vortex
wake in turbine stages. Generally, the wake is believed to have the
structure similar to that of the von Karman vortex street, although
Gostelov’s visual experiments have shown that other arrange-
ments, like the street of parallel and not alternate vortices, or
vortex pairing taking place on one side only, are also possible,
especially for supersonic Mach numbers@24#. Even for the clas-

sical, alternate structure of the vortex street, vortices constituting
the two rows are likely to differ in strength, as was reported by
Hummel @20# and can be observed in other patterns of vortex
wakes published@15,16#. It should be stressed, however, that the
evidence on unequal strength of the vortex rows comes only from
numerical studies and has not been confirmed experimentally.

The frequency of stator vortex shedding can vary widely, as it
depends not only on basic geometrical and flow parameters, but
also on a number of minor details, including the shape and dimen-
sion of the blade trailing edge, and the state of boundary layers
passing it. The estimations found in the literature place the shed-
ding frequency in real turbines within the range of 5450 kHz
@12#. Numerical studies have shown@4–6,18# that in the full
stator-rotor configuration this frequency may be affected by up-
stream potential action of the moving rotor, although the scale of
this action on the regular vortex shedding has not been assessed.

The distribution of vortices in the street is not clearly defined.
The characteristich/ l ratio ~h-distance between the vortex rows in
the street,l-distance between two adjacent vortices in one row!, as
evaluated from the diagrams available in the literature, varies,
approximately, from 0.21 to 0.38@14,15#. The authors offer no
information on the strengths of vortices composing the street.

Due to incomplete and incoherent information on the inner
structure of the stator wake, in order to obtain wake characteristics
which would be considered reliable and representative for the tur-
bine environment a decision was made to reconstruct initial wake
parameters from a complementary 3D flow calculation. For this
purpose a specialised commercial code FlowER was used, which
was developed for computing 3D viscous, compressible flows of
steam through turbine stages and sections. The governing relations
used in that code have the form of Reynolds-Averaged NS equa-
tions for perfect gas, complemented by a modified algebraic
model of Baldwin-Lomax to simulate the effects of turbulence.
The RANS equations are solved numerically using the Godunov-
type upwind differencing, accompanied by a high resolution ENO
scheme for calculating convective derivatives, which preserves
second-order accuracy everywhere in space and time, and locally
third-order accuracy. Convergence of the solution is accelerated
by locally using time-stepping techniques, along with a multi-grid
algorithm based on the H-type grid refined near walls and leading
and trailing edges, and ad-form implicit operator of Steger &
Warming. More detailed description of FlowER can be found in
@25#. In the past, the code was positively validated on numerous
experimental data sets recorded both on model and real turbines
and compressors, and therefore it has been considered a reliable

Fig. 1 Rotor cascade mapped into circular cascade of circles
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source of information on the flow characteristics in a turbine
stage. The code provides opportunities for studying unsteady
stator-rotor interactions, in which the wakes are represented by
continuous and regular bands of increased entropy. Using this
option, a calculation was performed for a stage being the proto-
type for the rotor geometry examined in the present study. The
stage selected for calculation was a typical HP turbine stage op-
erating at the pressure drop of 0.90, inlet temperature 746 K, mass
flow rate 165 kg/s, and average reaction 0.15. The 3D calcula-
tions, performed on a mesh of 582 420 nodes covering one stator
and one rotor passage@26#, provided data for evaluating the free
stream and wake characteristics at the rotor inlet.

In the wake flow reconstruction, the relative velocityU of the
free stream approaching the rotor was equal to 108.6 m/s, and the
relative angleb between the free stream velocity and rotor axis
was equal to 66.3 deg. In the stator reference frame, the absolute
flow inlet anglea, defining the direction of the wake axis, was
equal to 79.5 deg. The widthh of the wake vortex street was
assumed equal to 80% of the width of the wake approaching the
rotor in FlowER simulation, to leave some margin for limited radii
of the vortices composing the street. The distancel was evaluated
from the classical ratioh/ l 50.2806. The resultant frequency of
vortex shedding was equal to about 40 kHz, which was close to
the upper limits published in the literature, and realistic when
taking into account sharp trailing edges of the stator blades. The
wake model assumed regular initial structure of the vortex street,
thus neglecting potential disturbances generated by the rotor.
There were two reasons justifying such an approach. First, no data
on those disturbances were recorded in the FlowER computations,
and therefore their possible scale, in terms of both shedding fre-
quency and vortex strength fluctuations, could not be assessed.
Literature studies do not provide enough data to reliably model
this effect either. Secondly, even if assumed in some arbitrary
way, the characteristics of these disturbances would depend on the
stator-to-rotor pitch ratio, a parameter which may vary for the
same rotor, depending on the stator design. Since the goal of the
present study, as formulated in the Introduction, was to provide
data on general patterns and mechanisms of the stator wake-rotor
cascade interaction, in order to preserve a relatively wide range of
applicability of the results to be obtained a decision was made to
neglect the potential rotor effect on the creation of stator wake
vortices.

Vortex Model. In the potential model the stator wake is rep-
resented by two rows of opposite-sign vortices composing a finite
section of the von Karman vortex street. The number of wakes in
the cascade segment is directly connected with the stator-to-rotor
pitch ratio, which in the referential HP turbine stage was equal to
2.36. Simulating such a ratio in the model is technically possible
but it would produce different instantaneous wake patterns in each
rotor passage and, as a consequence, would provoke certain diffi-
culties in controlling, interpretation, and generalization of the re-
sults. Since the study was oriented rather on recognizing general,
qualitative regularities of the wake-cascade interaction, an integer
ratio of 2 was assumed instead. Along with simpler interpretation,
the fact that instantaneous distributions of vortices were identical
in every second passage was used for monitoring the accuracy of
the performed calculations.

At the beginning of the calculation, a number of wakes,L54,
corresponding to the number of stator blades in the rotor cascade
segment were positioned upstream of the rotor cascade. The vor-
tices were located along the line parallel to the absolute rotor inlet
flow velocity direction assessed from FlowER computation. The
first vortex in a wake was placed at a distanceg corresponding to
the stator-rotor gap in the stage. Once placed, the vortices were
transported with the flow through the rotor cascade. For each rotor
blade, local velocity fluctuations generated by the passing vortices
were compensated by changing blade circulation and simulta-
neously generating secondary wake vortices downstream of the
rotor blades, in order to keep rear stagnation points at the rotor

blade trailing edges fixed. It should be stressed here that the only
role of the rotor vortices in the model was to keep the blade
circulation fluctuations within a reasonable range, and not to
model the structure of the rotor wake. Consequently, the behavior
of these vortices was not studied.

To include the presence of stator and rotor wakes in the flow,
additional components were included in Eq.~4!, after which it
took the following form:
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In Eq. ~6! S is the number of pairs of vortices in a single stator
wake. It has to be large enough for the central part of the modelled
wake to resemble the behavior of an infinite vortex street. Here,S
was assumed equal to 150 which preserved the motion of seven
wakes through the rotor passage during the computation.G0 is the
strength of a positive vortex in a stator wake, a significant param-
eter in the present study. Since, to the author’s knowledge, no
literature data is available on the possible range of the turbine
stator wake vortex strength, some preliminary computations were
performed before the main part of the study to assess this param-
eter. As a result, the vortex strength, the same for all vortices-
disregarding sign, was chosen as equal toG* 5G/(Uc)50.005
~c-stator blade chord!. To assess the effect of the vortex strength,
complementary computations were performed, for which this pa-
rameter was increased four times, toG* 50.02.

zs,l
1 and zs,l

2 are instantaneous locations of the positive and
negative vortex, respectively, in thel th stator wake.W is the num-
ber of vortices in one rotor wake,zw,k is an instantaneous location
of the rotor wake vortex generated in thewth step downstream of
the kth blade. All those variables were calculated by the code in
each step of computation.

Unlike Eq. ~1!, the complex coefficientsDk,n represent in Eq.
~6! the reaction of circles to both steady and unsteady flow com-
ponents, and had to be calculated in each step.

The velocity n i of the ith vortex located at pointz i in the
canonical plane~here i stands for all indices of both stator and
rotor vortices! was calculated from Eq.~6! using Helmholtz and
Kirchhoff’s principle that the vortex does not act upon itself@21#:

n̄ i~z i !5 n̄~z i !2 lim
z→z i

iG i

z2z i
. (7)

From the canonical plane the vortex velocities were transferred to
the physical plane using the formula@21,27#:

n̄ i~zi !5 n̄ i~z i !Y dz

dzU
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The derivatives in Eq.~8! were calculated from Eq.~1!.
Singular representation of wake vortices makes it impossible to

model properly close vortex-vortex and vortex-boundary interac-
tion. To get more realistic properties of the model vortices in those
situations, in numerical realization each wake vortex was attrib-
uted a core radius proportional to its strength. When two vortices
neared each other to a distance closer than the sum of their radii,
they were merged by the code. Another assumption was made for
vortices nearing the blade contour. A rule recognized from experi-
ments on vortex-body interaction says that the vortex decays
much faster when it moves close to a solid obstacle and interacts
with its boundary layer than when it is convected with the main
stream@28–30#. To qualitatively model this effect, the strength of
a vortex approaching the blade to a shorter distance than its core
radius was reduced proportionally to the circle area defined by this
part of radius which penetrated inside the blade. The main goal of
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that vortex strength reduction was to avoid unrealistic behavior of
vortices moving close to the blade wall. Since the above assump-
tion might look rather arbitrary, a number of other methods of
vortex strength modification were examined, including the reduc-
tion in direct proportion to the cut-off part of core radius, and
one-step vortex annihilation, against the reference case of the mo-
tion of vortices without strength reduction. After these tests the
method of square-proportion reduction was finally chosen, al-
though it should be mentioned here that the remaining modifica-
tions improved the behavior of the wake vortices near the walls to
a comparable extent.

Some numerical efforts were made to simulate the motion of
the stator wake, consisting of the finite number of vortices, so as
to resemble the motion of an infinite vortex street. To achieve this,
the flow area was divided into two subregions. In the first subre-
gion, located upstream of the rotor cascade at a distance greater
than the stator-rotor gap, the vortices were only allowed to move
with the potential flow velocity, while in the second region, sur-
rounding the rotor cascade, all flow velocity components were
taken into account in evaluating the instantaneous velocity of a
vortex.

Rotor vortices were successively generated in each calculation
step. A crucial point of all applications of a vortex method to
studying unsteady flows past lifting bodies is the method of find-
ing locations of nascent wake vortices and their strengths in suc-
cessive steps. Generally, all models take necessary data from in-
stantaneous velocity distributions in the vicinity of the foil trailing
edge, but particular realizations of this task depend on the model-
ling method applied. For methods using conformal mapping, a
rather common approach is to find the vortex location first and
then evaluate the vortex strength from the Kutta and circulation
preservation conditions. A realistic assumption for finding the na-
scent vortex position is the equation:

s̄5 n̄n

1

2
Dt (9)

wheres̄ is the distance vector from the blade trailing edge to the
nascent vortex,n̄n is instantaneous velocity at the nascent vortex
position found, andDt is time step. Equation~9! is solved in an
iterative manner. Physically, it represents the idea to locate the
nascent vortex at a distance equal to half of the length of the
vortex layer shed from the trailing edge during the time step.

The above procedure was tested in the present study, but it
turned out unstable in cases when the flow field in the vicinity of
the hypothetical nascent vortex position was seriously affected by
the stator vortices passing by. Therefore the procedure was modi-
fied using a concept of a regular line emerging from the foil trail-
ing edge, taken from Streitlien and Triantafyllou@31#. The loca-
tion of a new rotor vortex was found on a spline curve linking the
blade trailing edge, and leaving it at the angle of 90 deg, with
current locations of six most recent rotor vortices after their dis-
placement in the calculated step, at a distance equal to 1/3 of the
spline curve length to the nearest wake vortex already existing in
the flow. This procedure was proved more stable, and produced
nascent vortex locations smoothly changing to reflect local flow
fluctuations.

Computing Procedure and Accuracy
To be in line with the general policy of error minimization, the

computing procedure aimed at preserving the highest possible ac-
curacy in evaluating instantaneous locations of the wake vortices.
It included the following actions:

~a! reading the geometry of the cascade and mapping function
coefficients;

~b! geometry correctness check;
~c! steady flow computation, evaluating steady circulation

around blades, checking velocity field accuracy, storing
steady flow coefficients;

~d! placing stator wake vortices at their initial positions;
~e! calculating initial positions of nascent rotor wake vortices;
~f! initial unsteady calculations, evaluating strengths of rotor

wake vortices and rotor blade circulation changes, checking
velocity field accuracy, storing unsteady flow coefficients
and distributions of vortices;

~g! moving vortices to new positions;
~h! unsteady calculations, evaluating strengths and positions of

rotor wake vortices, and rotor blade circulation changes,
checking velocity field accuracy, storing current flow coef-
ficients and distributions of vortices.

Points ~g! and ~h! were repeated in each step until an assumed
number of steps was reached. The dimensionless time step,Dt
5UDt/c, was assumed after a number of preliminary tests as
equal to 0.0776, which is within the limits assumed for single
vortex-airfoil interaction studies@31#. To increase the accuracy of
vortex displacement, each main step consisted of five sub steps. In
four initial substeps point~h! was calculated without generation of
rotor wake vortices. In each individual substep all vortices were
moved to their new positions using a predictor-corrector
technique.

Unsteady calculations of the vortex motion performed in each
step can be clearly divided into two main stages. The first stage
leads to the evaluation of the instantaneous flow field. It includes
the generation of nascent vortices and calculation of local vortex
velocities. In the next stage the vortices are moved to their new
positions resulting from their local velocities and the assumed
time-step. Each stage included procedures, whose role was to as-
sess the accuracy of the calculations. For the velocity field evalu-
ation, the accuracy tests included the computation of blade circu-
lation and normal velocity distributions along blade contours.
Generally, the achieved level of accuracy depends on an assumed
number of singularitiesN in Eq. ~6! modeling the reaction of the
blades to the flow disturbances. In the present caseN was assumed
equal to 80 as a tested result of the compromise between accepted
accuracy level and computing time length. The circulation accu-
racy was assessed making use of the fact that the calculations
were performed forK58 cascade passages and, at the stator-to-
rotor pitch ratio equal to 2, were expected to generate four theo-
retically identical flow images. Dimensionless differences,
DG/Gs—whereGs stands for steady-state rotor blade circulation,
in evaluating unsteady circulation for four corresponding blades,
were always kept beyond 1027. Normal velocity components, cal-
culated in 360 points along each blade contour, were of an order
of 1023– 1024, only locally increasing to 1022 when a vortex
moved too close to the blade. In those cases, however, the action
described in the previous section took place to reduce the vortex
strength.

Evaluating the error of displacing vortices to their new posi-
tions is much more difficult. Theoretically, an invariant of vortex
motion is the Kirchhoff-Routh function. In a general formula,
however, given by Lin for multiply connected regions@21#, it has
the form of superposition of Routh functions evaluated individu-
ally for each vortex in the flow. In the present calculations, coef-
ficientsDk,n in Eq. ~6! represent total response of the blade to all
flow disturbances generated in a step, which makes it impossible
to apply them to creating the Kirchhoff-Routh function for the
examined flow. To overcome this difficulty, a vortex displacement
procedure was used which had been previously tested on cases of
limited numbers of foils, for which the creation of the Kirchhoff-
Routh function was possible. In those cases the correctness of
procedure operation was checked by comparing the vortex dis-
placement performed on the basis of instantaneous vortex veloci-
ties with the increment of the Kirchhoff-Routh function@32,33#.

Results

Steady Flow Tests. Due to their efficiency, potential flow
models were in the past successfully applied for studying vortex
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interactions with single airfoils. In those cases uniform structure
of the free stream, along with the areas of viscous effects strictly
limited to the airfoil boundary layer and vortex cores, justified the
use of such a simplified flow model. However, flows through tur-
bine rows are much more complex, with manifold wave configu-
rations, and/or 3D vortex structures like horse-shoe vortices, or
channel vortices. Therefore it is highly difficult to assess a priori
the scale of deformation imposed by the potential model to the
results obtained with its aid, which puts forward a question to
what extent these results may describe the phenomena taking
place in a real turbine. This aspect of the model was given high
attention in the present study. First, the selected cascade, typical of
an HP turbine impulse stage rotor, warranted keeping flow veloci-
ties within the incompressible fluid regime, at limited reaction
level. Then, a series of comparison tests were performed using the
results of the FlowER calculation as reference data to assess
the range of applicability of the potential model to the examined
problem.

The potential flow calculations were performed using as input
data the rotor inlet velocityU, and angleb, computed by the code
FlowER and averaged at the rotor inlet mid-span. The first test
comprised direct comparison of the velocity distributions in the
rotor passage. Its results are shown in Fig. 2 as velocity modulus
and angle distributions in selected passage sections. The bars in
the diagrams represent the data calculated by FlowER, while the
crosses stand for the results obtained from the potential model.
The velocity angles are measured from the cascade axis, giving
negative values when the flow approaches the rotor, and positive
at the exit. In each section the presented data well correspond to
each other, except for the rotor wake and a narrow area close to
the rotor blade suction side where FlowER detected the boundary
layer separation, visible as angle changes by 180 degrees. Those
effects could not be modeled by the potential flow.

As was already mentioned, a characteristic feature of the meth-
odology used in unsteady flow studies is that the results obtained
for one time step make the input data for the next time step. As a
consequence, computational errors sum up with time, in many
cases significantly affecting the final result. Taking this into ac-
count, another test was performed in which instantaneous images
of the wakes computed by FlowER were compared with those
obtained using the potential model. A sample FlowER-generated
wake is shown in Fig. 3~top!. A corresponding potential model

Fig. 2 Distributions of velocity modulus „left … and angle „right … along rotor passage sections
located at x Õc axÄÀ14.85%, 25.73%, 66.52%, and 101.68% from the rotor blade leading edge

Fig. 3 Wake deformation in the rotor passage: solution by
FlowER „top … and potential model „bottom …
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wake was generated by placing two parallel lines upstream of the
rotor to represent initial wake boundaries and then allowing them
to convect through the rotor passage. Two instantaneous locations
of these pairs of lines, selected so as to correspond to the wake
locations generated by FlowER, are shown in Fig. 3~bottom!. The
agreement between the both curves is surprisingly good, taking
into account all previous comments on the complexity of flow in a
turbine stage. Two conclusions can be formulated on the basis of
this test. First, it testifies to good credibility of the potential model
to determine accurate velocity distributions, and thus to create a
realistic pattern of the wake motion through the examined rotor
passage. But, on the other hand, it also proves that the wake
generated by FlowER at the rotor inlet is highly dissipated, and its
further motion through the rotor passage is almost solely con-
trolled by the potential flow. In the examined case this effect vis-
ibly results from coarse resolution of the grid used in FlowER
computation. Nevertheless, this problem concerns all grid meth-
ods and can be formulated as a question about the extent to which
the behavior of a stator wake determined using those methods is
deformed by the grid resolution applied. The rate of numerical
diffusion of all vortex structures is affected by the dimensions of
the adopted grid, and a general strategy here is to reach a grid
resolution sufficiently fine to consider the obtained results grid-
independent. The problem is that wake vortices are extremely fine,
compared to other flow structures, like horse-shoe vortices, canal
vortices, separation vortices, etc., and extremely fine grids are
needed to trace them. So far, there is no indication on how fine the
grid should be to obtain grid-independent results for the wake
vortices.

Wake-Cascade Interaction. Fixed input parameters for the
main body of the wake-cascade interaction studies were inlet flow
velocity U, inlet flow angleb, and strengths of the stator vortices
G0 . The main variable parameter of the study was the phase shift
factor,w, as defined in Fig. 4, which determined the shift in initial
locations of the vortices along the stator wake axis with respect to
an arbitrary basic distribution.

The vortex distribution marked with solid lines in Fig. 4 was
selected as the basic distribution, corresponding tow50.0. Figure
5 shows a series of instantaneous distributions of stator wake vor-
tices in the rotor passage, illustrating the course of the examined
wake-cascade interaction. In the diagrams, the stator wake vorti-
ces are represented by small circles, black and white for the

positive—counter-clockwise and negative—clockwise rotation,
respectively. Series of small crosses, visible downstream of the
rotor blades, mark initial segments of the rotor wake. The dia-
grams also present two sequences of small dots, which represent
hypothetical positions of the stator wake vortices in case they
moved passively with the potential flow velocity, like the lines in
Fig. 3, bottom. The first wake shown in the diagrams of Fig. 5 is
in fact the third wake passing the rotor cascade, the two previous
being removed as affected by initial non-periodicity.

In the initial diagram, step 33, the wake has approached the
cascade. So far the only noticeable effect of activity of the vorti-
ces here was reduced velocity of their motion, compared to the
potential flow velocity. This effect can be observed as different
positions of the active vortices with respect to corresponding pas-
sive dots. The reduced velocity of motion of the von Karman
vortex street in the flow, resulting from an additional velocity
component induced by the street on itself, was first proved, both
theoretically and experimentally, by von Karman@34#, and its
presence here testifies to the correctness of modeling of the wake
motion. The next diagrams, steps 36 and 39, show early stages of
the wake deformation. Negative vortices composing the central
part of the wake segment are accelerated, while those located
close to the cut-off end are decelerated. An opposite tendency is
observed in the motion of the positive vortices. As a result, the
outer vortices of the two rows come closer to each other while the
central ones become more distant. All this leads to noticeable
segregation of vortices representing opposite rotation signs, with
their further motion in two nearly isolated groups, visible in the
final diagrams, steps 45 and 48. Of these two groups, only the
second group of vortices moves approximately with the velocity
predicted by FlowER for the entire wake, while the first group
moves faster, contributing to the growing rate of deformation of
the inner structure of the wake.

The tendency toward segregation of one-sign vortices offers
new data for the interpretation of secondary cross-passage flows,
recorded in other studies, which transport the fluid from the pres-
sure side to the suction side of the rotor passage. Initially, the
mechanisms responsible for this transport were believed to be
negative jets created between the two rows of vortices inside the
wake segments@2#. More recent studies based on NS codes re-
vealed significant deformation of the wake, as a consequence of
which the jets in their pure form were observed only when the
wake was entering the rotor passage. Then, while moving through
the passage, the wake rolled up into sequences of opposite-sign
rotation structures resembling large vortex pairs, which also gen-
erated cross-passage flows, but much wider and occupying much
larger area@6,7,19,20#. The present results confirm wake’s ten-
dency to create vortex pairs, and point out two main mechanisms
driving this process: the flow velocity gradient in the passage, and
mutual interaction of the wake vortices.

Beside the basic variant, the study included three more variants
of vortex distribution in the wake, denoted by phase shifts,w,
equal to 0.25, 0.5, and 0.75, respectively. The segregation of one-
sign vortices and their further motion in nearly isolated groups
were recorded for all cases examined. The most spectacular dif-
ferences between the cases characterized by differentw were ob-
served in the motion of the vortices located close to the cut-off
region. These vortices, as a rule, took visibly different trajectories,
which in extreme cases led to the separation of isolated vortices
from the wake. Characteristic configurations of wakes with iso-
lated vortices are shown in Fig. 6, the top and bottom diagram
representing the separation of a positive and negative vortex, re-
spectively. In the both diagrams, showing the instantaneous distri-
butions of vortices in two adjoining passages, the isolated vortex
is presented in the upper passage, while two vortex distributions
in the lower passage show the initial configuration of vortices at
the passage inlet which has led to its separation, and the further
motion of the separated vortex in the rear part of the passage.

Chances for recording the wake vortex separation in real tur-

Fig. 4 Phase shift, w, as the measure of wake vortex position
along the wake axis
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bine flows do not seem high. Vortex-body interaction experiments
have shown that vortices moving close to a wall, at a distance
comparable with the boundary layer thickness, decay relatively
quickly @28–30#. Therefore even for idealized flow conditions in a
2D cascade a separation vortex would most probably decay fast,
well before approaching the blade trailing edge. In the 3D row this
process would be also accompanied by unavoidable skew of the
stator vortex with respect to the rotor blade, which for such small
vortex-wall distances would significantly contribute to faster and
less uniform vortex decay.

Nevertheless, the above result is believed to be most spectacu-
lar, and bringing certain consequences to the methodology of sta-
tor wake-rotor studies. It proves and illustrates the existence of
mechanisms in the flow which make the stator wake, having
steady geometrical and dynamical characteristics, behave in dif-
ferent way in different rotor passages only because of different
phase shift in initial vortex distribution. In real wakes this distri-
bution may be generally assumed a stochastic parameter, as for
the time being, no evidence has been found to link the timing of
generation of a stator wake vortex with the relative stator-rotor
location. That means that consecutive segments of the same wake
shed from a stator blade may behave in a different way in corre-
sponding rotor passages. Or, in other words,consecutive seg-
ments of identical wakes shed from consecutive, identical sta-
tor blades may behave in different way in one and the same
rotor passage.

This last conclusion is important. The overwhelming majority
of experimental methods used for studying unsteady wake-
cascade interaction assume repeatability of flow parameters re-
corded at the same point for the same time phase of wake passing.
That assumption makes it possible to use the data recorded at
different times for creating instantaneous images to illustrate suc-

cessive stages of behavior of the wake in the rotor passage, which
then make the basis for further studies of wake’s dynamics, mix-
ing processes, and decay. Using the above methodology, Poensgen
and Gallus@35# studied experimentally the interaction of a stator
cascade with the vortex street shed from a rotor with cylindrical
spokes mounted in front of it. They recorded the wake velocity
defect in a series of points located in the stator passage along a
stator centerline. They use a data acquisition method based on the
triggered time-averaged procedure. After comparing wake veloc-
ity defects recorded for the cases with and without stator they
found that for the former case the wake velocity defect decreased
twice as fast as for the latter one. At the same time, the rotor wake
turbulence intensities and turbulence correlations measured in the
experiment were less affected by the presence of the stator.

Poensgen and Gallus pointed out two opposite agents affecting
the wake development, one of which was stronger mixing effects
which led to faster decay of the wake. From the point of view of
the present study, however, the conclusion about the rate of wake
decay and the mechanism indicated may not be true, as the ob-
served regularity at least in part may have resulted from differ-
ences in individual realisations used for reconstructing the general
pattern of the wake-cascade interaction. In fact the authors re-
corded the envelope of all possible realisations of the interaction
in given conditions, rather than one sample realisation. If the
mechanism of faster dissipation of the wake vortices had been
more intensive mixing, it should have manifested itself by corre-
sponding transient increase in the level of turbulence resulting
from breaking the primary wake vortices down into smaller struc-
tures, as it is suggested by Kolmogorov’s vortex cascade law. This
correlation was not observed. Moreover, the location of the mea-
suring points in the free-stream region, where viscous effects im-

Fig. 5 Stator wake deformation in the rotor passage: G*Ä0.005, wÄ0.0
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posed by the presence of the stator cascade are small, does not
seem to provide opportunities for such a dramatic intensification
of the dissipation process.

Possible stochastic variations in the realisation of unsteady
wake-cascade interaction, suggested by the present VD analysis,
could be checked with the aid of the methods, which, like PIV for
instance, provide opportunities for recording the entire matrix of
flow parameters for the same time. In the context of the present
results, such studies are expected to reveal lower rates of the wake
decay against the background of higher overall irregularity of the
phenomenon, compared to its pattern known from the experiments
based on triggered techniques.

To assess the influence of the wake vortex strength on the
wake-cascade interaction, a variant was calculated for more inten-
sive vortices,G* 50.02. Here, the main features of the wake de-
formation, such as vortex segregation and different velocities of
motion of the vortices composing opposite-sign groups were still
recognisable, although less pronounced, as the deformation took
faster and more dramatic course. Especially active were the lead-
ing vortices which rapidly penetrated into the center of the wake
and disorganised its inner structure.

Numerical and Experimental Validation

Wake Deformation. The results presented in the previous
chapter illustrate a general pattern of the stator wake deformation
in the rotor passage, particular realizations of which may differ, to
some extent, from stage to stage due to certain differences in the
stage design. Two major factors which may affect the course of
interaction are the velocity distribution in the rotor passage, which

is responsible for the convective part of the vortex motion, and the
strength and initial distribution of vortices in the wake, which
control vortex activity on their way through the rotor passage. The
present study was performed under the assumption that these dif-
ferences are only of quantitative, and not qualitative nature.

Although the interest in studying stator wake related unsteady
phenomena in a turbine stage has a relatively long history, publi-
cations going in their investigations as deep as to recognize inner
structure of the stator wake in the rotor passages are, so far, ex-
tremely rare. In this context, the results presented by Kost et al.
@19# make invaluable material, revealing many new details of the
stator wake-rotor interaction. As was mentioned in the Introduc-
tion, the authors examined, both numerically and experimentally,
the interaction in a full size HP turbine stage, with the air as
flowing medium. The wake deformation was traced experimen-
tally by injecting coolant with seeding particles to the flow at the
stator blade trailing edge and then recording time-dependent dis-
tributions of coolant concentration using LDV. The recorded pat-
tern of the wake deformation was compared with that obtained
numerically using a NS code, with entropy playing the role of
a marker. Figure 7, reproduced from@19#, shows experimental
and calculated unsteady flow fields, in which the areas of wake
locations are shaded gray. Other details shown in the diagrams

Fig. 6 Isolated vortices separated from the wake: positive
„top … and negative vortex „bottom …

Fig. 7 Comparison of the experimental „top … and calculated
„bottom … unsteady flow field generated by the stator wake in
the rotor passage „reproduced from †19‡, courtesy ASME …
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are instantaneous velocity distributions and experimentally re-
corded turbulence levels, marked as black spots of corresponding
dimension.

Flow conditions in the rotor examined by Kost et al. were, in
qualitative terms, similar to those assumed in the present VD
study. Corresponding axial components differed by about 10 per-
cent. The shapes of the stator and rotor blades in Fig. 7 testify to
higher stage reaction, and resulting faster flow acceleration in the
rotor passage. The stator wake geometry was qualitatively
similar—in Fig. 7 the wake segment flowing through the rotor
passage consists of, approximately, 10 vortices, against 14 as-
sumed in the VD analysis, the difference being justified by thicker
trailing edge of the stator blade. The stator-to-rotor pitch ratio was
equal to 3/2, compared to 2 in the VD case, being a possible
source of different effects of the stator-rotor potential-flow inter-
action. Generally, the data presented in Fig. 7 make good refer-
ence material for making qualitative comparisons and testing, in a
slightly different environment, the assumed generality of the wake
development pattern determined from the VD analysis.

For initial deformation stages, the experimentally recorded
wake pattern corresponds well with that predicted by the VD
theory. Observed is characteristic thickening of the central part of
the wake segment and its further deformation into a boomerang-
like shape—compare the coolant cloud in the central passage with
the vortex configuration in Fig. 5, step 36, and the coolant cloud
in the upper passage with the vortex configuration in Fig. 5, step
42, and also in Fig. 6. The areas of entropy concentration theo-
retically predicted by the NS solution seem to be slightly less
accurate for those cases; the wake, as a whole, occupies the same
regions, but the arrangement of the vortices does not reveal proper
dynamics. In the first case, the vortex wake widens continuously
until it reaches the rotor blade pressure side, and in the second, it
takes a shape of a rather irregular triangle. The reason for these
differences is not clear, perhaps the use of entropy as a marker
was not very fortunate in this case. Hummel@20# in a more de-
tailed numerical analysis of the same flow presented vorticity dis-
tributions, which closer resembled the shapes observed in Fig. 7,
top, and Figs. 5 and 6. Another regularity observed in the vorticity
diagrams presented by Hummel was more intensive rolling-up of
the rear, positive vortex row, most likely resulting from its higher
intensity, reported by the author, although some tendencies of this

type can be also observed in the regular vortex street deformation,
as closer concentration of positive vortices, seen in Fig. 5, step 45.

The major difference between the theory and experiment in
more advanced stages of the wake development presented in Figs.
5 and 7 is different trajectory of the wake motion. The two theo-
retical solutions place the wake trajectories close to the suction
side of the rotor blade while in the experiment the coolant cloud
rather occupies the central part of the passage—compare the vor-
tex configuration in Fig. 5, step 48, and the wake structure in the
lower passage in Fig. 7, top and bottom. Indicating possible rea-
sons for this discrepancy would require more detailed knowledge
on the flow characteristics in the passage examined by Kost et al.,
including the velocity distribution in the vicinity of the rotor trail-
ing edge, and wake characteristics.

Velocity Signals. Kost et al. experimentally recorded and nu-
merically evaluated velocity fluctuations in selected points along
the rotor passage, at a distance of 1/16 of the rotor pitch from the
blade suction and pressure walls. The measuring points were lo-
cated at dimensionless distancesx/cax equal to 0.1, 0.3, 0.5 and
0.7 from the rotor blade leading edge. Diagrams in Fig. 8, repro-
duced from@19#, show the velocity fluctuations recorded at those
points. For the same point locations, velocity fluctuations gener-
ated by the VD model were calculated on the basis of instanta-
neous vortex configurations. It is noteworthy to remark here that
the identity of the point locations does not imply the identity of
local flow parameters, due to different flow acceleration in the two
rotor passages, therefore the comparison of the velocity fluctua-
tions recorded at corresponding points may be of qualitative rather
than quantitative nature. The VD results are shown in Fig. 9, in
which the lower and upper curves correspond to the pressure and
suction sides, respectively. Since the major difference between the
experimental and NS-based results in Fig. 8 consists in the fact
that the former have been obtained via averaging while the latter
represent a single realisation of the examined phenomenon, the
VD velocity signals were averaged over four individual realisa-
tions defined by the phase shifts equal to 0.0, 0.25, 0.50 and 0.75,
thus better simulating the measuring conditions. The individual
realisations of the velocity fluctuations, being the source data base
for averaging, are also shown in the diagrams as dotted curves.

All velocity fluctuations obtained for the points near the blade

Fig. 8 Comparison of the temporal development of relative flow values at points near the pressure „left … and suction
sides „right … of the rotor blade „reproduced from †19‡, courtesy ASME …
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pressure side are very similar to each other. In each diagram, both
in Figs. 8 and 9, they reveal rapid velocity increase followed by
slower decrease. An interesting regularity observed in the VD
curves is mutual suppression of fluctuations generated by indi-
vidual realizations, which effectively smoothes down the velocity
peaks. This may explain quantitative differences observed in Fig.
8 between the experimental and NS curves, of which the latter, as
being represented by a single realization only, reveals more inten-
sive fluctuations. High-intensity fluctuations, observed in indi-
vidual VD realisations, especially forx/cax50.1, correspond to
the cases of vortex separation shown in Fig. 6. The fact that even
such strong fluctuations can be effectively suppressed via averag-
ing is connected here with uniform distribution of phase shift
values in particular individual realizations, as a consequence of
which the realization revealing an isolated negative vortex had its
positive counterpart, of similar qualitative, but opposite quantita-
tive characteristics. The situation in Fig. 9 shows that such fluc-
tuations do not have to be purely stochastic, and can carry valu-
able information on the flow structure. Unfortunately, this kind of
information is totally lost in averaging the signals recorded in real
flows, where all irregular or low-frequency fluctuations are elimi-
nated as undesired disturbances.

Good qualitative agreement between all above discussed curves
is not surprising. The time-histories of the velocity fluctuations
presented in Figs. 8 and 9 for the pressure side points are typical
of those generated by the motion of two opposite-sign vortices, or,
more generally, of any two well separated groups of one-sign
vortices, irrespective of their inner distribution, if only the record-
ing point is sufficiently distant from their trajectories. These two
effects, i.e., one-sign vortex segregation, and vortex trajectories
located, as a rule, at a distance from the blade pressure side have
been demonstrated in the VD analysis. In this context qualitative
similarity of the velocity fluctuations predicted by the VD theory
to those experimentally recorded suggests that similar processes
take place in a real flow.

Although the comparison basically concerns qualitative charac-
teristics of the velocity field generated by the passing wake, a
noteworthy quantitative similarity between the experimental and
VD results is the fact that for all cases the differences between
velocity maximum and minimum peaks are kept within the range
of 20–30 m/s.

Velocity fluctuations at points close to the suction side reveal

more differences. Forx/cax50.1 and 0.3 the VD curves seems to
be closer to those obtained experimentally than the NS solutions.
In these two cases the experimental data are smooth, with soft
wake generated slopes. The VD curves are also smooth, but espe-
cially for x/cax50.1 reveal fluctuations in the vicinity of the mini-
mum peaks corresponding to the wake passing. A reasonable hy-
pothesis here is that for increased number of realizations used for
averaging these fluctuations would vanish, at the same time pro-
ducing wider and shallower velocity deficit peaks, with softer
slopes, similar to those observed in the experiment. The NS ve-
locity time-histories reveal steeper slopes in the vicinity of the
wake generated peaks, and are less regular in the remaining part,
especially forx/cax50.1. A possible reason for those effects is a
single NS representation of the process, which precludes
averaging-connected smoothing. Forx/cax50.5 the NS curve
seems to be more accurate than that obtained from the VD analy-
sis. The both curves shown in Fig. 8 reveal regular velocity peaks,
sharper for the NS case. Their shapes are qualitatively similar to
those recorded at the blade pressure side, which, taking into ac-
count that here the recording point is located at a relatively short
distance from the hypothetical wake trajectory, may suggest an
advanced stage of rolling up of the wake into two large-scale
vortices composing the vortex pair, a suggested final structure of
the wake deformation@6,7,19,20#. The VD curve also presents a
two-peak pattern, but unlike Fig. 8, its slopes neat the peaks are
steeper, and between them a softer section is observed for the
increasing velocity. This discrepancy may be connected with the
fact that the VD analysis does not take into account diffusion of
vorticity in the vortex cores, and therefore does not capture accu-
rately the merging of one-sign vortices into a large-scale structure.

For all three cases discussed above, the quantitative agreement
between the experiment and VD analysis is rather good. The ve-
locity fluctuations are kept within the limits of 20–30 m/s for
x/cax50.1 and 0.3, and 40–50 m/s forx./cax50.5. The NS pre-
dictions slightly overestimate the scale of possible fluctuations, as
equalling, approximately, 50–60 m/s forx/cax50.3 and 70–80
m/s for x/cax50.5.

The last case,x/cax50.7 is most challenging, due to relatively
advanced stages of development of the phenomenon, with simul-
taneous location of the recording point close to the hypothetical
trajectory of the wake structures. The two theoretical curves are
qualitatively similar to each other in a sense that they both reveal
maximum and minimum velocity peaks, with plateau sections in
between, more visible for raising velocity part. The peaks in the
VD curve are visibly sharper. The agreement of the theoretical
curves with the experiment is not as good. The experimental curve
reveals two weak maximum peaks in one period, the effect not
predicted by the theoretical calculations. Quantitative scales of
fluctuations, determined from the VD and NS theories, are, ap-
proximately, twice as high, as those recorded in the experiment. A
possible factor acting toward worsening of the agreement between
the theory and experiment in the examined case is the different
trajectory of the experimental wake, which, as seen in Fig. 7, top,
moves closer to the center of the passage, while all theoretical
considerations place the wake close to the suction side. More
detailed analysis of possible reasons for this discrepancy is not
possible due to insufficient data on flow characteristics in this
area.

Conclusions
The paper presents the study of the interaction between the

stator wakes modelled as segments of von Karman vortex streets
and the rotor cascade represented by an infinite row of blade pro-
files, having the geometry typical of an HP impulse turbine stage.
Geometrical parameters of the stator wake and inlet conditions for
the rotor flow were reconstructed from the preliminary RANS
calculations. Along with a number of preliminary tests, intended
to assess to applicability of the model to the problem of interest, a
series of interaction calculations were performed for different

Fig. 9 Velocity fluctuations generated by passing vortex wake
at points near the pressure and suction sides of the rotor blade
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phase shifts defining the initial distribution of vortices in the stator
wake. The study has demonstrated that the deformation of the
stator wake on its way through the rotor cascade leads to the
segregation of two groups of one-sign vortices which then move
down the passage along trajectories located, as a rule, close to the
rotor blade suction side. Different phase shifts in initial distribu-
tion of vortices in the stator wake result in noticeable differences
in the wake deformation course, which in extreme cases may lead
to the separation of an isolated vortex, whose further trajectory is
located close to the rotor blade pressure side.

The course of deformation predicted by the VD analysis was
compared to that observed experimentally and analyzed numeri-
cally by other researchers in a turbine stage. The comparison re-
vealed good qualitative agreement both with respect to particular
stages of the wake deformation and its effects, having the form of
velocity fluctuations recorded at selected points near the pressure
and suction sides of the rotor blade. It was demonstrated that the
VD velocity fluctuation time-histories, when averaged over a
number of realisations, were closer to the experimental results that
one-realization NS curves.

The VD calculations were performed at a high, controlled level
of accuracy, comparable with analytical solutions. The applied
flow model secured preservation of invariants of the vortex mo-
tion. The generalizing assumptions made at the beginning of the
study make it possible to consider the obtained course of the wake
deformation a common qualitative pattern of the turbine stator
wake behavior in the rotor passage. Since the relations derived
from the VD theory are also valid for the NS flow description, this
information can be used as a reference for checking correctness
and interpreting vortex dynamics related phenomena on the back-
ground of other physical and numerical effects in the stator wake-
rotor interaction solutions obtained using NS codes.

Of certain significance is the observed relation between the ini-
tial distribution of vortices in the wake and their further behavior,
as it introduces a stochastic factor to the nature of the stator wake-
rotor cascade interaction. Although the vortex dynamics theory
clearly presents the existence of that relation and indicates the
mechanisms responsible for it, so far there is no sufficient experi-
mental data to assess a possible range of nondeterministic behav-
ior of the wake. Some points discussed in the paper, such as dif-
ferent rates of wake decay and turbulence intensity increase
experimentally recorded by Poensgen and Gallus, or better corre-
lation of the averaged VD results with the experiment than those
generated by individual NS calculations, suggest that the problem
is worth further examining. Possible experimental confirmation of
an observable scale of the stochastic aspect of the wake-cascade
interaction would lead to some corrections of present assessments
concerning the rate of the wake dissipation when it passes the
rotor cascade. Along with better and more comprehensive general
knowledge on the phenomenon, this direction of wake interaction
investigations would have practical aspects, for instance in evalu-
ating clocking effects in simultaneous wake interaction of more
than two rows.

Nomenclature

C 5 complex coefficient in mapping function
D 5 complex coefficient in velocity function
K 5 number of blades in mapped rotor cascade segment
L 5 number of stator wakes
N 5 number of terms in mapping function fraction series
U 5 free stream velocity
Q 5 source strength in canonical plane
S 5 number of vortex pairs in one stator wake
T 5 length of mapped cascade segment, wake passing

period in rotor passage
W 5 number of vortices in one rotor wake, number of

steps
a 5 circle radius
c 5 stator blade chord

g 5 stator-rotor gap width
h 5 distance between adjacent vortices in one row of von

Karman vortex street
l 5 vortex street width
s 5 distance between blade trailing edge and nascent

vortex
t 5 cascade pitch, time
v 5 local velocity
G 5 vortex strength
a 5 free-stream inlet angle in stator reference frame
b 5 free-stream inlet angle in rotor reference frame
f 5 angle between adjacent circles in canonical plane
w 5 phase shift in distribution of wake vortices
t 5 dimensionless time,t5tU/c

Subscripts

ax 5 axial direction
k 5 circle number
l 5 stator wake number
n 5 mapping function term number, nascent vortex
r 5 origin
s 5 steady-state parameter

w 5 rotor wake number, step number
0 5 basic vortex in stator wake
1 5 basic circle in canonical plane

Superscripts

1 5 positive ~counter-clockwise! vortex
2 5 negative~clockwise! vortex
s 5 steady-state parameter

Appendix
The mapping function used in the present study has a general

form of a fraction series, Eq.~1!, the coefficients of which are to
be determined numerically. Below are given the computed definite
values for all unknown parameters in Eq.~1!:

Number of profiles in one segment K 8
Number on terms N 20
Circle radius a 0.374803
Location of Circle 1 z ~1.198936; 0.022437!

Cn .x Cn .y

1 0.0690310526 0.1355793685
2 20.1064312275 0.0476350837
3 20.0004059674 20.0672603370
4 0.0390495903 0.0168660037
5 20.0190356093 0.0149892336
6 20.0051542436 20.0146191926
7 0.0095019815 0.0009720720
8 20.0024367562 0.0046313958
9 20.0015486543 20.0021768145

10 0.0011753042 0.0001734045
11 20.0006603038 0.0002220699
12 0.0000038726 20.0005589232
13 0.0006490103 20.0000236532
14 0.0000219210 0.0006601034
15 20.0005658895 20.0001079551
16 0.0000814274 20.0002586710
17 0.0000570949 0.0000231256
18 0.0000870961 20.0000997771
19 0.0000770522 0.0001190673
20 20.0000751025 0.0000676782
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Detached-Eddy Simulations Over
a Simplified Landing Gear
The flow around a generic airliner landing-gear truck is calculated using the methods of
Detached-Eddy Simulation, and of Unsteady Reynolds-Averaged Navier-Stokes Equa-
tions, with the Spalart-Allmaras one-equation model. The two simulations have identical
numerics, using a multi-block structured grid with about 2.5 million points. The Reynolds
number is 63105. Comparison to the experiment of Lazos shows that the simulations
predict the pressure on the wheels accurately for such a massively separated flow with
strong interference. DES performs somewhat better than URANS. Drag and lift are not
predicted as well. The time-averaged and instantaneous flow fields are studied, particu-
larly to determine their suitability for the physics-based prediction of noise. The two
time-averaged flow fields are similar, though the DES shows more turbulence intensity
overall. The instantaneous flow fields are very dissimilar. DES develops a much wider
range of unsteady scales of motion and appears promising for noise prediction, up to
some frequency limit.@DOI: 10.1115/1.1471532#

1 Introduction
Commercial airplane and engine manufacturers are exploring

new technologies to reduce airframe and engine noise in response
to ever-increasing requirements to meet new community noise
standards. In the landing configuration, a significant portion of the
noise generated by an airplane is aerodynamic noise caused by
airflow around the extended landing gear. Today’s noise-
prediction methods are generally highly empirical. Physics-based
methods will couple a detailed model of the flow field immedi-
ately around the source with an acoustic model, such as Lighthill’s
equations, for the prediction of the noise radiated to the far field.
The flow-field model must include a comprehensive unsteady de-
scription of the turbulence, including fluctuations in velocities and
wall pressures.

If computing power were not an issue, the method of Direct
Numerical Simulation~DNS! would be a natural approach to
computing the necessary flow fields@1#. Unfortunately, DNS is
too costly by many orders of magnitude at relevant Reynolds
numbers. The method of Large-Eddy Simulation~LES! is often
and sometimes hugely more cost effective than DNS. With LES,
the large and medium noise-producing eddies are captured while
the small eddies, which do not contribute as much and are simpler,
are modeled with a subgrid scale model@2,3#. However, full-
domain LES requires that eddies in the boundary layer be resolved
by the grid. This makes LES computationally prohibitive for most
geometries of interest when the boundary layers are turbulent@4#.

Detached-Eddy Simulation~DES! is a recently developed hy-
bridization of Large-Eddy Simulation and Reynolds-Averaged
Navier-Stokes~RANS! @5–8#. The unsteady massively separated
regions of the flow are treated with LES. Since the gross mecha-
nisms of the flow such as vortex shedding involve length and time
scales much larger than those of the boundary-layer turbulence,
the boundary-layer modeling relies on the RANS equations with
little loss in the description. The computational requirements for
DES are similar to unsteady RANS, but the accuracy of the com-
plete flow field is potentially similar to LES. Results on airfoils
@5#, cylinders@6#, and spheres@7# have been highly encouraging.
Few complex geometries have been attempted with DES or LES
to date. The method is promising, but quite new.

Solving of the Unsteady Reynolds Averaged Navier Stokes

~URANS! equations, often under the name Very-Large-Eddy
Simulation, is another approach to simulating the unsteady flow
around a bluff body@9,10#. The computing requirement for
URANS is manageable up to very high Reynolds numbers. How-
ever, the URANS description can be ambiguous. It implies a sepa-
ration of scales between coherent eddies, which will be resolved,
and random eddies, which will be modeled even in the separated
region. Few flows fit this description, and often URANS captures
none of the coherent eddies. For example, using URANS to model
the flow over a sphere does not produce the unsteady behavior
observed in the wind tunnel@7#. Modeling the flow over a cylinder
with URANS results in a periodic unsteadiness and~typically! a
2D solution with exaggerated vortex shedding rather than the
more realistic chaotic 3D unsteadiness@10#. URANS gives a fairly
accurate mean flow for a triangle and for a sphere, but not for the
cylinder.

In this paper, the methods of DES and URANS using the
Spalart-Allmaras turbulence model are applied to a landing-gear
truck based on a 31% scale Boeing 757 main landing bogie, as
tested by Lazos at the NASA Langley Research Center@11#. The
geometry was drastically simplified by eliminating components
such as links, tubing, wheel covers, and braking mechanisms. The
remaining components are: four smooth wheels, two transverse
axles, a longitudinal beam, and a vertical post. The simplicity of
the model makes the Lazos geometry excellent for a first attempt
at landing-gear simulations.

The goal of the paper is two-fold. First, to compare the simu-
lation results of URANS and DES to experimental results for a
complex, massively separated flow-field. The flow around the
landing gear is more challenging than the simpler shapes more
commonly modeled, and which still pose major difficulties, for
URANS and LES. The second goal is to gain an understanding of
the nature of the physical modeling obtained with DES and
URANS. It has been claimed that URANS resolves the largest
coherent scales of motion and models the unresolved random un-
steadiness with the turbulent eddy viscosity in a self-consistent
manner. That perception of URANS is challenged here.

This study only addresses DES and URANS with the Spalart-
Allmaras turbulence model. While both approaches may be sen-
sitive to the underlying RANS model, Strelets@12# showed that
DES is insensitive to the RANS model for the backwards facing
step. With DES, the massively-separated flow is fundamentally
insensitive to the type of RANS model used, as the model is
suppressed in these regions. The sensitivity of DES to the RANS
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treatment will likely appear in regions of incipient separation
where, in extreme cases, small differences could have a profound
effect on the entire flow field.

The type of RANS model used will have a much stronger effect
in the URANS calculation as the RANS model remains active in
the massively-separated regions. How great the effect is likely
depends on the magnitude of the Reynolds stresses associated
with unsteady flow when compared to the stresses carried by the
model @9#.

One-equation models are the simplest models in use today.
Without denying that turbulence models other than the Spalart-
Allmaras model could perform better for the URANS calculation,
we consider that there is no structural reason why a one-equation
model should fail in the wake. In the wake of a bluff body the
length scale used by the formula of the S-A model, the wall dis-
tance, may appear too large. If this were true, the turbulence
model would grossly over-predict mixing in the wake. However,
this length scale only sets an upper bound for the internal length
scale of the model, or mixing length. Effectively, the wall distance
becomes irrelevant since the destruction term vanishes. In this
region, the S-A model is much less dissipative than a pure mixing
length ~algebraic! model would have been. It was calibrated in
free shear flows with the input length scale set to infinity.

Section 2 of this paper describes the numerical procedures used.
Section 3 compares the simulation results to the experimental re-
sults. Section 4 contrasts DES and URANS solutions and Section
5 gives a discussion.

2 Simulation Method
The flow around the landing gear was modeled as incompress-

ible and at a Reynolds number, based on wheel diameter, of 6
3105. The wind-tunnel Mach number was below 0.1 and the
Reynolds number was also 63105.

2.1 Governing Equations. The DES formulation used here
applies the modified Spalart-Allmaras~SA! RANS model @13#,
which has a single transport equation, over the whole computa-
tional domain. In DES the SA input length scale, which is nor-
mally the distance to the wall, is limited by the grid spacing. This
turns the RANS model into a LES sub-grid-scale~SGS! model in
regions where the grid spacing~multiplied by a constant which is
of order 1! is smaller than the distance to the wall. The largest
dimension of each grid cell is taken. A more detailed description
of DES and the DES model used here is found in references@12#
and @6#. Unlike DES, the URANS formulation@14# retains the
traditional SA length scale throughout the entire domain. For
flows such as this one or past a cylinder and other bluff bodies, the
RANS equations do not appear to have a stable steady solution.

The eddy viscosity at the inflow boundary was set to a value
five times the molecular viscosity. This caused the turbulence
model to be active in all of the boundary layers. Small improve-
ments may be obtained by allowing laminar patches near the front
stagnation points on the wheels, and stagnation lines on the axles
and post.

2.2 Numerical Procedure. The NTS code. The landing
gear calculations were performed with the NTS code written by
the Strelets group in St. Petersburg@12#. The grid type is multi-
block structured, and the blocks are overset. A hybrid of fifth-
order upwind-biased and fourth-order centered difference schemes
is used for the inviscid terms. The hybridization is performed by a
smooth blending function based on the flow-field. As a result, the
upwind method is used in the boundary layers and the irrotational
region, and the centered scheme in the LES regions. This is the
best compromise, currently, between stability in the RANS and
inviscid regions, and low numerical dissipation in the LES region.
Time integration is performed with an implicit three-layer second-
order-accurate time-stepping scheme. The incompressible Navier-
Stokes equations are solved with the Rogers-Kwak method of
artificial compressibility and dual time stepping@15#. Airfoil and
cylinder DES studies performed with the NTS code have provided
remarkably accurate results when compared with experimental
data@5,6#. In other cases, the agreement was more modest, but the
experimental scatter was much larger, and in general this kind of
separated flow is still very challenging for CFD and experiment.

2.3 Grid and Boundary Conditions. The simulations
model the landing gear and the wind tunnel test-section walls. The
grid is made of thirteen primary blocks, twelve of which are in-
ternal. Figure 1~a! shows the surface grids and cuts across a few
of the blocks. The internal blocks wrap around each of the landing
gear components, which is seen better in Fig. 1~b!. Each wheel is
wrapped with one primary block. Another block is used at each
wheel to avoid a polar-coordinate singularity at the center of the
outside wheel faces. The two axles, beam and post are also each
wrapped with one block. The external block covers the entire
computational domain, with cut outs, to overlap the internal
blocks. Two planes of it are shown in Fig. 1~a!. The grid has about
2.5 million grid points. The geometry modeled in the simulations
is modified slightly from the experimental model at the junction of
the vertical post and longitudinal beam.

As an example, the blocks that enclose the wheels each have 90
points around the circumference, and 45 points over the top of the
tire. Thirty-one points are normal to the wall, with a first cell
spacing of 131024 wheel diameters~ay1 of about 3!. The
stretching ratio does not exceed 1.2, and the block extends to a

Fig. 1 Surface grids of the internal grid blocks
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distance of 0.115 wheel diameters. The RANS length scale
switches to the LES length scale smoothly at a distance of about
0.023 wheel diameters from the surface.

The grid can be loosely viewed as composed of a RANS region
and an LES region. Although there is no zonal demarcation, the
grid character is quite different in terms of anisotropy and depen-
dence on Reynolds number. For example, the very near-wall re-
gions of the wheel block are RANS regions with very high cell
aspect ratios. The outer region of the wheel blocks are LES re-
gions. Near the wall, the grid spacing strongly depends on Rey-
nolds number and is set as it would be for a pure RANS calcula-
tion, using wall units. The grid spacing in the LES region depends
weakly on Reynolds number, if at all. As much as possible, cubic
grid cells are used in the LES regions.

Identical grids and time steps are used for the DES and the
URANS calculations. No-slip conditions are applied on the land-
ing gear and slip conditions on the wind-tunnel walls, to save the
grid clustering. The model creates a high blockage, but not
enough to suspect separation on the tunnel walls. The inflow
boundary is placed 3 wheel diameters upstream, and the outflow
boundary 7 wheel diameters downstream of the landing gear.

The grid was refined manually after obtaining initial solutions.
The refinement was based on visualizations of the flow structures
and the level of turbulent viscosity in the LES regions of the DES.
A rigorous grid resolution study was prevented by the large com-
putational requirements of the unsteady calculation. Instead, sev-
eral solutions of varying algorithmic order of accuracy and nu-
merical dissipation were compared with each other. The
simulations with upwind/centered differencing, used in this paper,
were compared to solutions based entirely on third-and fifth-order
upwind difference schemes. The conclusions drawn from this type
of comparison are similar to the results of a grid resolution study.
The highest order scheme produced visibly finer eddies between
the wheels, but the time averaged quantities of the three schemes
used were close.

2.4 Simulation Start-Up and Running. A steady Reynolds
Averaged Navier-Stokes~SRANS! calculation was used as the
starting point for the unsteady calculations. The SRANS calcula-
tion allowed the flow field to develop quickly across the domain.
Three to four orders of magnitude of convergence was obtained.
Once the SRANS solution residuals leveled off, the time-accurate
solution was begun. The time step was 0.03, normalized with
inflow velocity and wheel diameter. About 10 time units were
simulated to remove start-up transients before the time-averaging
sample began.

The massively separated flow around the landing gear is cha-
otic, and the length of simulation time required to ensure a com-
prehensive time-averaged sample is substantial. At least 100 time
units were collected to create a time-averaged data sample. This

can be compared with samples of up to 200 time units for the
cylinder @6#.
The calculations were run on the NAS Origin 2000 computers
using an average of 4 nodes. A full run required approximately
1000 hours of wall-clock time.

3 Comparison With Experiment
Lazos tested the landing gear model in the Basic Aerodynamic

Research Tunnel~BART! at the NASA Langley Research Center
@11#. During that experiment, mean flow characteristics were mea-
sured, primarily on and near the wheels. Comparisons between the
experiment and the time-averaged numerical predictions of sur-
face pressure are presented first.

3.1 Line Plots of Pressure. Line plots atX-, Y-, andZ-cuts
through each wheel allow visual quantitative comparisons be-
tween experiment and simulations. The midY-cut is shown in a
top view, the midZ-cut in a side view, and the midX-cut in an end
view. The lines around the wheel indicate the magnitude of the
pressure coefficient on the wheel surface. The distance from the
wall to the line, along the normal to the surface, is (12Cp)/10.
When plotted this way, low-pressure regions appear to ‘‘pull’’ on
the wheel surface and high-pressure regions appear to ‘‘press’’
against it. The line contacts the surface when the stagnation pres-
sure is reached. Normally, the line never enters the wheel.

The top view of the front wheel is shown in Fig. 2~a!. At the
front of the wheel the pressure is high~the line contacts the
wheel!. This is expected, as it is the stagnation region. Stagnation
pressure is also approached in front of the axle. Both DES and
URANS match the pressure very well in this region, which is not
very challenging since inviscid physics dominate, and the wake
shape, which depends on viscous effects, acts on the flow far
downstream of this area. To the sides, the high-curvature wheel
edge accelerates the flow rapidly; the line pulls away from the
wheel. Here, the numerical calculations over-predict the magni-
tude of the negative pressure slightly, particularly on the axle side
of the wheel. The URANS simulation over-predicts the accelera-
tion slightly more than the DES on that side.

It is evident from the experimental data that the flow separates
and rapidly reattaches on both sides of the wheel. This location is
labeled with an ‘‘A’’ in Fig. 2~a!. Considering the Reynolds num-
ber, it is likely that the boundary layers separate while still lami-
nar. The boundary layers in the DES and URANS simulations are
modeled as fully turbulent and as a result, do not separate. Tran-
sition control remains highly challenging with either technique
and with any turbulence model, especially when transition and
separation mingle@6#. Nevertheless, the DES and URANS pres-
sure profiles are in good agreement with the experimental data

Fig. 2 Cp around the wheel when placed in the top view. „a… Front wheel; „b… rear
wheel

Journal of Fluids Engineering JUNE 2002, Vol. 124 Õ 415

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



along the sides of the wheel, suggesting that the mismatch at the
separation bubble does not contaminate the flow downstream.

The furthest aft portion of the front wheel is not close to ex-
periment with either method. The simulations follow the experi-
mental data somewhat, but miss two flow features as indicated
with a letter ‘‘B.’’ In general, full 3D DNS, LES, and DES have
worked quite well on the base regions of bluff bodies@6#. Addi-
tional difficulties may arise here for at least two reasons: the in-
terference from the rear wheel, post and axles, and the longer
stretch of boundary layer along the wheel, which thickens the
boundary layer. DES shows a marginally better agreement than
URANS. The complete absence of acceleration at the rear outside
tire shoulder, in the experiment, is unexpected. This would happen
if the flow were fully separated from the front tire shoulder on, but
both experiment and CFD indicate reattachment on the side of the
wheel. The boundary layer would have to be very thick compared
with the radius of curvature of the tire shoulder to explain the
absence of acceleration~recall that in a turbulent boundary layer,
most of the velocity difference is located in the near-wall region!.
A possible explanation for the difference is that the two-
dimensional comparison misses the bigger three-dimensional pic-
ture. Three-dimensional figures shown below~Fig. 5! reveal an
acceleration in the experimental data for planes that are only about
1/10 diameter away from the one chosen for this figure. Thus the
cut shown in Fig. 2~b! is not typical of this region.

The top view of the rear wheel is shown in Fig. 2~b!. The aft
region of the rear wheel is simulated well by both methods, and
here the experiment shows the acceleration. On the other hand, the
base pressure is over-estimated by 0.06 inCp. The front portion of
the rear wheel echoes the poor agreement on the aft portion of the

front wheel. The distance between the two wheels is only 0.16
diameters, and their width is 0.37. Some discrepancy is seen be-
tween simulations and experiment in this region, but the simula-
tions ‘‘pick up’’ most of the flow features. One feature that is
captured poorly is again indicated with an ‘‘A.’’ The DES predic-
tion is, again, marginally better than the URANS prediction.

The side view of the front wheel is shown in Fig. 3~a!. The
DES pressures compare very well to the experiment almost all
around, with a slight deviation on the aft-most point of the wheel
~area A!. The URANS pressures compare well, but in addition to
missing in the aft region, miss at two other locations shown with
the letter B.

The side view of the rear wheel is shown in Fig. 3~b!. The
simulations follow the experiment around most of the wheel, but,
again, underestimate the negative pressure on the base. Notably,
the simulations deviate at the ground side of the front of the rear
wheel as indicated by the letter A. This is the region of greatest
discrepancy, in terms of resolved flow features, between the nu-
merical and experimental data. The pressure field in the experi-
ment is much more symmetric, top to bottom, than in the CFD.
The flow in the experiment impinges on the wheel on both the
wing side and ground side, bringing the pressure up near its stag-
nation level in both spots, whereas the flow in the simulations
only impinges on the wheel, in a clear manner, on the wing side.
The pressures around the front and rear wheel in an end view are
shown in Figs. 4~a! and 4~b!, respectively. The results compare
very well. The magnitude of the numerically predicted pressures
is slightly higher than the experimental data over the rear wheel.
In Fig. 4~a! the URANS solution appears to over-accelerate
around the front axle~indicated with an ‘‘A’’!. The DES models

Fig. 3 Cp around the wheel when placed in the side view. „a… Front wheel; „b… rear
wheel

Fig. 4 Cp around the wheel when placed in the top view. „a… Front wheel; „b… rear
wheel
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the measurements approaching the axle very well, although the
experiment does not reach close enough to be fully certain. The
difference between URANS and DES is reminiscent of their be-
havior over simple cylinders, but exaggerated. This region is in-
side the wheel’s boundary layer, and the pressures do not match
those on a 2D cylinder.

Overall, the pressure comparisons between experimental data
and both the DES and the URANS predictions are good. Recall
that even much simpler geometries such as a single circular cyl-
inder are still challenging. The greatest deviations between the
experimental data and the numerical methods occur in the region
between the front and rear wheels. Unfortunately, experimental
data are not available for other regions that could be acid tests,
such as the wakes of the post and axles. The DES matches experi-
ment a little better than URANS.

3.2 Flood Contour Plots of Pressure. Line plots offer a
direct quantitative display of how the pressures compare. Contour
plots offer a more qualitative look, but with full coverage. Some
flow features are missed by the simple cuts made in Section 3a,
but are seen in the flood contour plots. Pressure contours are
shown on the wheel surfaces in Figs. 5 and 6 for all three datasets.
Figure 5 shows the front and outside of the wheels. Figure 5~a! is
experiment, Fig. 5~b! is DES, and Fig. 5~c! is URANS. The axles
and post are not shown in the figure, as no experimental measure-
ments were made on these surfaces. The hub side also has a small
hole. The smoothness of the data is an indication of the adequacy
of the time sample. The residual asymmetry is also an indicator of
the adequacy of the time sample. It is of the order of 0.004 in the
pressure coefficient.

The DES compares very well to the experiment, accurately

Fig. 5 Pressure coefficient comparison on the front of the
wheels Fig. 6 Pressure coefficient comparison on the back of the

wheels
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picking up most of the flow features at the front of the front
wheel, in the region dominated by inviscid physics, but also, on
the wheel sides and at the front of the rear wheel. The greatest
deviation occurs on the ground side, in front of the rear wheel.
This was seen in Fig. 3~b!. The URANS simulation compares less
well than the DES. While the URANS ‘‘picks up’’ the same flow
features as the DES, some features between the wheels and on the
ground side are shifted substantially.

The aft, axle side of the wheels is shown in Fig. 6. The mea-
surement gap around the axle is larger in the experimental data
than in the numerical data. This gap opens a view to the ‘‘inside’’
of the hidden part of the wheel, and should not cause confusion.
The regions in this figure emphasize viscous effects, compared
with those in Fig. 5. Smaller, stronger features are present on the
pressure maps, and the DES picks up all of the features~though it
misses the pressure magnitude in some spots!. The URANS has
more trouble, again, particularly on the ground side between the
wheels. The deviation that is sustained over the largest area is that
the experiment has lower pressures on the aft end of the aft wheel.
This is reflected in a drag discrepancy, discussed shortly. While
the pressure magnitude is high, the pattern on the aft end of the aft
wheel is captured remarkably well.

3.3 Pressure Lift and Drag Coefficients. The experimental
and computational pressures were integrated over the surface of
the wheels to give the pressure lift and drag coefficient, shown in
Table 1. The side forces are not reported, because of measurement
gaps in the pressure. For CFD, averages between the two sides are
shown. The discrepancy between the right and left wheels was
approximately 5% of the magnitude of the drag coefficient in the
computations, or less. The lift discrepancy for the DES was also
about 5% of the drag coefficient, creating a more substantial rela-
tive difference between the two. The reference area is the wheel
diameter, squared. In these units, the frontal area of a wheel is
0.36, and that of the system is very close to 1.

As expected, the wheels generate drag, and a small amount of
lift, which is ultimately due to the asymmetry of the post. Wheel
drag coefficients based on frontal area are in the 0.3 to 0.4 range,
which is closer to that of a sphere than that of a long cylinder.

DES underestimates the front wheel drag by 16%, and URANS
does so by 30%. Counter-intuitively, the experimentally measured
pressure drag is higher for the rear wheel than for the front wheel
~these values were not calculated by Lazos@11# but we used his
pressure files!. The numerical simulations predict a lower drag for
the rear wheel than for the front wheel, as when two vehicles are
‘‘drafting.’’ High aft-wheel drag could be attributed, possibly, to
interference drag with the post, but there is no compelling reason
why this effect would be entirely missed by CFD. The DES rear-
wheel drag is lower than the experiment by a surprising 35%, and
URANS by 45%. Boundary-layer growth on the walls, which is
absent in the CFD because of the slip boundary conditions, could
account for only about a 3% growth in dynamic pressure~relative
to the upstream plane!, and would not be noticeably biased be-
tween front and aft wheels.

The drag discrepancy was found to be the result of differences
that are almost uniformly distributed around the wheel. We tried
to isolate a region of the flow field responsible for the drag dif-
ference for the following three reasons. The first was to search for
an error; the second was to see if a much largerCp differences
existed away from the cuts we compared in Figs. 2–4; the third
was to identify a region that had an unusually high error level, and
then refine the grid there and/or detect an intense flow feature
such as tight vortex. None of these conjectures were confirmed.
There is no clear ‘‘hot spot’’ of disagreement.

The lift is small overall. CFD over-predicts the front-wheel lift
and under-predicts the rear-wheel lift. However, the magnitude of
the discrepancy is less than that for the drag prediction. While the
overall pressure comparisons are quite good, the drag and lift
coefficient comparisons are mediocre. DES predicts the forces
better than URANS-SA, but we cannot point to any specific flow
feature that accounts for it.

4 Detailed Simulation Results
Unsteady simulations produce a wealth of data. Both instanta-

neous and time-averaged flow fields can be visualized. In this
section, instantaneous contour plots of velocity magnitude and
vorticity, and time-averaged contour plots of velocity magnitude
and Reynolds stresses are used to explore the flow physics and
detect differences between the DES and URANS calculations. We
also wish to predict the usefulness of these simulations as the
basis for noise calculations from first principles. Each of the time-
averaged flow fields is data averaged over a period of 100 time
units.

4.1 Instantaneous and Time-Averaged Velocity Magni-
tude. The instantaneous velocity magnitude is shown in Fig.
7~a! for the DES. Contours are shown on anX-plane cut just
downstream of the model. The unsteady character of the flow field

Fig. 7 „a… Instantaneous and „b… time averaged velocity magnitude, DES

Table 1 Wheel and total landing gear drag and lift coefficients

Front
wheelCD

Rear
wheelCD

Front
wheel

CL

Rear
wheel

CL

Total
landing
gearCD

Total
landing
gearCL

Experiment 0.151 0.161 0.012 0.029 NA NA
DES 0.127 0.105 0.029 0.015 0.675 0.083
URANS 0.105 0.089 0.045 0.016 0.597 0.123
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is revealed by many characteristics visualized here including
asymmetry and the large number of small features in the wake
region. The flow field also shows many randomly distributed
pockets of high-velocity flow in the center region of the wake.
This would be out of character with a steady wake, where a
smoothly varying momentum deficit is expected.

In contrast, the time-averaged flow field of the DES, in Fig.
7~b! is very smooth. The contours were not symmetrized for the
figure, and thus give an idea of the adequacy of the time sample.

The residual asymmetry in the velocity reaches 0.07 in the
shear layer behind the wheels, which appears to be among
the worst areas. There, theU velocity at the pointsx51.4, z
5120.6 is 0.81 on one side, and 0.88 on the other. On the other
hand, the difference is magnified by the high shear rate, and the
difference in the shear-layer position is only 0.015~the velocity at
10.615 matches that at20.6!.

In the time-averaged flow field, there are no eddy-like features
of any size seen, only the suggestion of streamwise vortices,
roughly trailing outside the shoulders of the tires. The center of
the wake shows the lowest velocity magnitude.

The instantaneous URANS velocity magnitude contours shown
in Fig. 8~a! are qualitatively different from the DES contours,
being smoother and more symmetric. The center of the wake re-
gion contains no marked local velocity peaks. The region of flow
aft of the vertical post is particularly smooth and symmetric; ani-
mated visualizations reveal that vortex shedding occurs along the
entire post in DES, but not in URANS. Overall, the URANS
simulation does not include the small-scale eddy content of the
DES, and the central region of the wake appears entirely devoid of
eddy content.

It is not surprising that the URANS simulation did not capture
the smaller scales of the flow-field captured by DES. It was ex-
pected that the turbulence model in the URANS simulation would
damp out the small-scale features. Atx51.5, the URANS eddy
viscosity is about 0.004, compared with 0.0007 in the DES~nor-
malized with velocity and diameter!; similar ratios are found
throughout the wake region. What is worth noting is that the
URANS simulation did not capture many of the larger scales or
the range of scales captured in the DES. Spectral analysis of the
forces on the landing gear sheds some light on the range of scales
captured by the URANS simulation and is discussed below.

The velocity magnitude contours for the time-averaged
URANS flow field are shown in Fig. 8~b! and are exceedingly
similar in character to the instantaneous contours, suggesting a
much weaker unsteadiness than in DES. Conversely, the URANS
time-averaged contours are very similar to those from DES. Dif-
ferences are seen just downstream of the vertical post where the
spreading rate is larger for DES. Additionally, the URANS calcu-
lation shows signs of streamwise vortex pairs emitted from around
the base of the rear wheels. This is not seen with the DES; again,
they could have been diffused. Animations confirm the periodic
shedding of large vortices at this location with the URANS, but
not with DES. Instead, the DES produces a much smaller ampli-
tude and chaotic type of shedding.

4.2 Instantaneous Vorticity Magnitude Contours. Con-
tours of vorticity magnitude are shown in Figs. 9~a! for DES, and
9~b! for URANS. TwoY-plane cuts are shown, one just above the
wheel mid-plane and the other about three-quarters of the way up
the vertical post. In the DES, a wide range of spatial scales is seen

Fig. 8 „a… Instantaneous and „b… time averaged velocity magnitude, URANS

Fig. 9 Instantaneous vorticity magnitude: „a… DES, „b… URANS
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throughout the vicinity of the landing gear. The flow between the
wheels is particularly rich with vortical structures. Just down-
stream of the landing gear, there are many peaks of vorticity, some
reach values near 37, normalized with freestream velocity and
wheel diameter.

The URANS simulation shows some vortical structure both im-
mediately downstream of the wheels, and well within the truck.
As expected, it does not exhibit the same small-scale eddy content
as the DES. The URANS vorticity peaks reach values of about 24.

The vortices persist further downstream in DES than in
URANS. Their lack of persistence in URANS limits the compo-
nent interactions as compared with DES. This would have stron-
ger implications if we were studying the effect of the landing-gear
wake on a wing flap many unit lengths downstream, for instance.

Both the DES and the URANS simulations shed vortices from
the vertical post~as seen in the upperY-plane cut!. Yet, the two
shed in characteristically different ways. The URANS shedding is
highly regular and periodic, and the shear-layer roll-up begins
some distance downstream. In comparison, the DES shedding is
chaotic and occurs earlier. Exploration of the URANS flow field
shows that the URANS shedding is highly two-dimensional along
the upper half of the vertical post. The DES flow field is three-
dimensional with flow from between the wheels mingling up-
wards with the vortex shedding. This is not a numerical effect, as
the grids and time steps are identical.

Overall, the DES flow-field shows a much more dynamic vor-
tical structure than the URANS flow-field. This is confirmed by
numerous other views we made, and animations.

4.3 Total Turbulent Kinetic Energy „TKE …. The resolved
energy of the unsteady flow field was calculated as time pro-
gressed during the calculations. Its contours are shown in the
Y-plane cut just above the mid-plane of the wheels for the DES in
Fig. 10~a!. A high level of resolved flow-field unsteadiness is evi-
dent between the wheels where the TKE peaks at a value of about
0.27, normalized with freestream velocity. The entire wake region
is also energetic, with a peak value of TKE of about 0.15 just
downstream of the wheels. The TKE persists for some distance
downstream.

Contours of resolved turbulent kinetic energy are shown in the
sameY-plane cut for URANS in Fig. 11~a!. The TKE peaks at
about 0.17 between the wheels, and at about 0.1 just downstream
of them. In general, the resolved TKE for URANS is about half
that for DES. The weakness of the TKE in URANS is particularly
evident where unsteadiness does not persist, downstream of the
landing gear and along the centerline. In these regions, the length
scale in the SGS/turbulence model has a wider difference between
DES and URANS.

As a side note, the smoothness and symmetry of the TKE and
the Reynolds stresses are an indicator of the adequacy of the time-
averaged sample obtained. The symmetry is satisfactory behind
the model, but good symmetry is not consistently observed be-
tween the wheels. This is reminiscent of visual observations of
Lazos@11#. He saw the ‘‘footprint’’ of a vortex making very du-
rable migrations between two locations. The simulation may be
approximating this ‘‘bimodal’’ behavior.

A higher level of TKE does not in itself indicate a better flow
field solution, first because the SGS energy was not included in
the TKE magnitude, and second because experimental measure-
ments are not available with which to compare the solution re-
sults. Additionally, in a one-equation turbulence model with a
simple linear constitutive relation, such as the one used here, the
modeled diagonal Reynolds stresses and TKE are inaccurate. In
particular, the modeled TKE is too low. Likely, this degrades the
URANS results, although in the absence of measurements we
have no basis for comparison.

4.4 Resolved and Modeled Reynolds Stresses.The re-
solved Reynolds stresses provide insight into the share of the tur-
bulence that is actually simulated. The modeled stresses indicate

the level at which the turbulence or SGS model is involved in
representing the turbulence that is not resolved by the numerical
method. The two can be added and compared between solutions to
give an idea of the total level of turbulence, and its sources.

With DES it is normal for the modeled stresses to dominate in
the boundary layers, and then vanish relative to the resolved
stresses in the separated regions. It is more so with fine grids, just
like in any LES, which makes grid refinement a positive tool to
evaluate solutions. In a typical LES of turbulence that conforms to
Kolmogorov’s theory, the modeled stress is proportional to the
grid spacing, and this behavior was confirmed in a DES of homo-
geneous turbulence@5#. In those regions, the expectations from
URANS are less clear, and the relative magnitudes of resolved
and modeled stresses are both highly flow-dependent, and essen-
tially grid-independent, which puts them out of the control of the
user. Error estimates are much more difficult to produce.

The resolvedu8w8 Reynolds stress is shown in Fig. 10~b! for
the Detached Eddy Simulation. Primes denote a fluctuation and

Fig. 10 Time averaged DES cut: „a… total kinetic energy, „b…
resolved Reynolds stress, „c… modeled Reynolds stress, „d… to-
tal Reynolds stress
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the overline a time average. This is the dominant stress in shear
layers aligned with thex and z directions, such as those coming
off the wheel sides. The resolved stress is predominant between
the front wheels and just downstream of the wheels. The Reynolds
stress peaks at a value of about 0.13 in-between the wheels and at
a value of 0.05 in the wake region~these peak values are confined
to the planes displayed in the figures.!

The resolvedu8w8 Reynolds stress is shown in Fig. 11~b! for
the URANS simulation. As in the DES, the resolved stress also
predominates between the front wheels and behind the rear
wheels. The Reynolds stress peaks at a value of about 0.07 in
between the wheels, and 0.03 in the wake region; this represents
about half of theu8w8 Reynolds stress resolved by the DES.

The modeledu8w8 Reynolds stress is given by:

2n tS ]u

]z
1

]w

]x D .

Heren t is the eddy viscosity@16#. The modeledu8w8 Reynolds
stresses for the DES and URANS simulations are shown in Figs.
10~c! and 11~c!, respectively. This stress does not register in the
wheel boundary layers, because it is of the order of 0.003 and the
contour-level interval is 0.005. Between the wheels, the modeled
stress peaks at a value of 0.003 in DES, and a value of 0.013 in
URANS. In the wake region, the modeledu8w8 Reynolds stress
peaks at a value of 0.001 in DES and 0.007 in URANS, which is
consistent with the ratios of eddy viscosities presented above. The
modeled stress is only about 2 percent of the resolved stress for
the DES, but is about 20% of the resolved stress for the URANS
simulation.

The sum of the resolved and the modeledu8w8 Reynolds
stress, or total stress, for the DES and URANS simulations are
shown in Figs. 10~d! and 11~d!. The totalu8w8 Reynolds stress
indicates the level of mixing modeled by the numerical methods,
and drives the mean flow. The total level is substantially less in
URANS than in DES. The URANS simulation destroys resolved
turbulence, without fully compensating for the loss by increasing
the turbulent viscosity. This difference gives rise to differences in
the mean flow-fields.

The Reynolds stresses were used to access more than just the
turbulence characteristics. Initially, the Reynolds stresses offered a
‘‘sanity check’’ of the methods. For example, no sizable resolved
or modeled stresses were found outside the wake region of the
landing gear. The Reynolds stresses also provide a concrete evalu-
ation of grid resolution in a DES. Any region outside the boundary
layer in which the Reynolds stresses tend to be modeled, rather
than resolved, would indicate that more grid points are required to
accurately capture the unsteady flow field. In that sense, the rela-
tive magnitudes of the stresses here are satisfactory.

4.5 Force Spectra. The drag, lift, and side force on the
model were collected over the entire simulation time. These un-
steady forces give the first approximation to the ‘‘dipole’’ sound,
in the low-frequency range. The power spectrum of these forces is
shown in Fig. 12 for both simulations.

It was expected that a wide range of spatial scales would be
represented by the DES and reflected in a broad spectrum, and
that the URANS simulation would capture the amplitude of the
larger spatial scales while missing the smaller spatial scales, giv-
ing a narrower spectrum. For a cylinder, the URANS spectrum
reduces to a few spikes. It turned out that the URANS spectrum is
broad for the landing gear, but with a tone. We attribute the
breadth of the spectrum to the complexity of the shape, and the
fairly tight surface curvature in places forcing ‘‘chaos’’ even on
the URANS. We attribute the tone to shedding from the post,
since the tone is at a frequency of 1.2 in side force, with the
highest level, and a frequency of 2.4 in drag force. The nondimen-
sional frequency 1.2 would be a low one in full scale: about 70
Hz. The corresponding Strouhal numbers based on post diameter
are 0.3 and 0.6, respectively, therefore typical of a cylinder with
turbulent boundary layers. The DES spectrum lacks the same
peaks. Possibly this is because the DES has shedding all along the
post, and the interference from the wheels destroys the two-
dimensional coherence of the shedding by altering the local natu-
ral frequency.

The URANS calculation under-predicts the amplitude of the
high frequencies by a significant amount, especially for drag, rela-
tive to DES. The DES spectrum is free of strong tones. Noise
studies, in general, have indicated that no tones are expected from
a clean landing gear truck@16#. In complete geometries, high-
frequency tones may come from much smaller items such as brake
lines.

The root-mean-square forces, shown in Table 2, echo what the
spectra showed. The DES has larger fluctuations especially in the

Fig. 11 Time averaged URANS cut: „a… total kinetic energy, „b…
resolved Reynolds stress, „c… modeled Reynolds stress, „d… to-
tal Reynolds stress
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drag direction, which would radiate noise in the direction of flight.
The rms of the time derivatives of the forces are 4 to 5 times
larger than the rms forces, corresponding to non-dimensional
dominant frequencies somewhat smaller than 1. The dipole noise
at a distancer equals the rms of the time derivative, divided by

(4pcr) where c is the speed of sound. As a result, the dipole
noise for the full-size airplane, at a typical distance of 150 m and
typical speed of 150 kt, is about 91 dB, 94 dB and 100 dB in the
streamwise, vertical and lateral directions respectively. These
numbers exceed a rapid estimate from flight tests conducted with
the gear up and then down, which is closer to 87 dB in the vertical
direction. However these tests do not distinguish wheel noise from
cavity and door noise or interference with the flaps, and our simu-
lations do not include reflection by the wing’s lower surface nor a
full geometry. Taking the dipole noise from the unsteady forces on
the solid may not be very accurate, and more work is in order to
extract noise from these simulations.

The force frequency spectra corroborate the instantaneous flow-
fields discussed above where, on the whole, the scales of motion
resolved by URANS both in space and time remain ambiguous
@13#. Since the global forces average out much of the pressure
fluctuations associated with small turbulent activity, the differ-
ences between the forces is weaker than might be expected.

5 Discussion
The turbulent flow around a much-simplified landing-gear truck

was calculated using the methods of Detached-Eddy Simulation
and the Unsteady Reynolds-Averaged Navier-Stokes Equations
with the Spalart-Allmaras turbulence model. The simulations were
compared to the test data of Lazos, and the flow fields investigated
to determine their suitability for physics-based noise calculations.

Comparison to experiment shows that the simulations predict
the pressure over the surface of the wheels with an accuracy that
is reasonable considering the presence of multiple bluff bodies
and separated regions. Flow features and surface pressure are in
good agreement, while the agreement on drag is poor, especially
for the aft wheel. Recent simulations of bluff bodies have led to
better agreement than this. A repeat of the experiment would be
desirable with both field measurements and force measurements
with balances.

In the time-average, the DES and URANS-SA flow fields are
similar, but DES performed consistently better than the URANS
calculation. This conclusion cannot be generalized to include all
URANS calculations. It is possible that the URANS solution
would turn out better with models more sophisticated than
Spalart-Allmaras, but that conjecture is far from being proven in
recent literature to our knowledge. Many flow features were well
captured only by DES. The two solutions were run on the same
grid, and at an equal cost. In the DES, the resolved Reynolds
stresses overwhelmed the modeled stresses everywhere except in
the boundary layers. This is a measure of success and of sufficient
grid density in the LES region, as it indicates that the empiricism
contained in the model has very little influence.

The direction for deeper testing of the accuracy will be towards
grid and time-step refinement. While we believe our grid is well
balanced, there is no doubt that an improvement would be ob-
tained by doubling the grid in all directions, in terms of resolving
the smaller flows features. It is very hard to predict how great the
improvement would be for global quantities such as drag, or even
for the pressure on the wheels, which are large and smooth com-
ponents. A factor of 16 increase in cost would be required to find
out and is prohibitive with today’s computing resources.

Unfortunately, without unsteady experimental data, we can not
fully ascertain the accuracy of the unsteady simulation behavior.
The DES seems more realistic. The force frequency spectra cor-
roborate the instantaneous flow-field observations to some extent.
The finite share of the Reynolds stress that is modeled in URANS
also gives pause, as it gives the empiricism of the turbulence
model a residual role that is difficult to estimate and highly case-
dependent.

This is a first attempt at computing the complex flow field
around a landing-gear geometry. We have intended to provide
enough information in this paper and its references to allow others
to address this flow and improve upon the results. High Reynolds
number flows with massive separation will be considered routine

Fig. 12 Total landing gear force power spectrum

Table 2 Landing gear RMS of drag, lift, and side force

RMS Fx RMS Fy RMS Fz

DES 0.056 0.052 0.076
URANS 0.028 0.030 0.059
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CFD tasks in the not so distant future, possibly in the DES frame-
work. The landing gear runs, while manageable, required several
months of computing. Improvements in computer power, largely
through massive parallelization, have already demonstrated turn-
around times on the order of a few weeks for the separated flow
behind an F15 and F16 aircraft~J. Forsythe, personal communi-
cation, 2001!. Turn-around times such as these will make DES
realizable on a routine basis.
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RANS Model for Spilling
Breaking Waves
A RANS model for spilling breaking waves is developed, which can be implemented with
ship hydrodynamics RANS CFD codes. The model is based on the Cointe & Tulin theory
of steady breakers. The breaker cross section is assumed triangular with maximum height
determined by the theoretical/experimental linear relationship with following wave height.
Pressure and velocity boundary conditions are imposed on the dividing streamline be-
tween the breaker and underlying flow based on the hydrostatic and mixing layer models.
An iterative solution procedure provides a unique solution for specified breaking criteria
and simulation conditions. The model is implemented using CFDSHIP-IOWA and vali-
dated using spilling breaking wave benchmark data for two-dimensional submerged hy-
drofoils. As with other current RANS codes, wave elevations are under-predicted. How-
ever, for the first time in literature, the breaking wave wake is predicted. Results for total
head, mean velocities, and Reynolds stresses are in agreement with available spilling
breaking wave benchmark data.@DOI: 10.1115/1.1467078#

1 Introduction
Effects of breaking waves are important in ocean and marine

engineering. The processes for initiation of breaking, breaking,
and interactions with surroundings are very complex. Many fac-
tors affect the initiation of breaking such as wave height and
length, vertical pressure gradient, surface tension~especially at
laboratory scale!, surface shear, and side disturbances. Breaking is
three-dimensional~3D! and classified as quasi-steady or unsteady
~in a coordinate system moving with the wave! depending on type
of breaking, i.e., spilling or plunging, respectively. The physics of
spilling and plunging breaking waves are very different, as are
their faces. The faces of spilling breaking waves exhibit foam
separation regions, whereas the faces of plunging breaking waves
exhibit jets. Breaking waves strongly interact with their surround-
ings, including generation and transport~convection/diffusion/
dissipation! of trailing wake, air bubbles, turbulence, and vorticity,
modification of breaking and trailing wave heights, other wave
systems, bodies~ships and ocean structures! and their boundary
layers and wakes, or coastal topography. In addition to Froude
number, many factors affect scaling such as surface tension, sur-
factants, and water quality.

Of interest here is ship hydrodynamics. Important effects in-
clude increases in resistance, capsizing, noise production, and sig-
natures@1–3#. The objective is to develop a Reynolds-averaged
Navier-Stokes~RANS! model for spilling breaking waves, which
can be implemented with ship hydrodynamics RANS CFD codes.
The model is based on the Cointe and Tulin@4# ~henceforth C&T!
theory of steady breakers. The approach can be extended to prac-
tical ship flows, but is herein presented and validated for two
dimensions~2D! using available spilling breaking wave bench-
mark data for submerged hydrofoils@5,6#.

The paper is organized as follows. Section 2 provides an over-
view of C&T theory of steady breakers and a review of relevant
studies. Some new experimental studies are mentioned, but mostly
computational approaches for simulating breaking waves are dis-
cussed. Section 3 describes the formulation and iterative solution
procedure for the RANS model for spilling breaking waves based
on C&T theory. Section 4 describes implementation for 2D sub-
merged hydrofoils using the CFDSHIP-IOWA RANS CFD code.
Section 5 presents the simulation conditions, grids, and results,

including comparisons with spilling breaking wave benchmark
data for wave elevations, total head, mean velocities, turbulence
fluctuations, and Reynolds stresses. Lastly, Section 6 mentions
concluding remarks with regard to future work, including exten-
sions for practical applications.

2 Related Work

Cointe & Tulin Theory of Steady Breakers. C&T reported
an analysis of the steady breaker above a submerged hydrofoil,
where experimental data existed@5#, and for which they obtained
some predictions of breaking and breaker characteristics. Their
breaker model consists of an essentially stagnant eddy riding on
the forward face of the leading wave in the wave train behind the
hydrofoil and held in place by shear stresses acting along the
dividing streamline. The breaker eddy contains air entrained at
breaking, and the degree of aeration is a parameter of the problem.
They applied an idealization of the classical turbulent mixing
layer at the onset point of breaker along the dividing streamline
and used the velocity reduction at the toe as a parameter of the
problem. The model was quantified utilizing independent mea-
surements of the turbulent stresses. They also found that the hy-
drostatic pressure acting on the dividing streamline underneath the
eddy creates a trailing wave, and this trailing wave largely cancels
the trailing wave that would exist in the absence of breaking.
These findings lead them to the argument that the wave resistance
of the hydrofoil manifests itself in the momentum flux of the
residual trailing wave plus the breaking resistance, i.e., the mo-
mentum flux in trailing wake. C&T demonstrated their theory us-
ing linear potential flow method with the surface pressure distri-
bution along the dividing streamline prescribed as the breaker
weight.

The simplicity of the theory and the validation shown suggested
the authors to consider implementation of the model in RANS
CFD codes, which can easily handle mixing layer and hydrostatic
pressure on the boundaries.

Experimental Studies. Among the many researches for the
deep water surface wave breaking, Duncan@7# is the first docu-
mentation of detailed information about 2D spilling breaking
waves generated by a submerged hydrofoil, where a NACA0012
foil was towed in a small towing tank at various speeds, angles of
attack, and depths of submergence. Duncan@5# later extended his
experimental program and showed the relationship between the
spilling breaker’s geometric parameters and wave dimensions. He
observed recirculating aerated water in the breaker, which gives
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the name eddy-breaker model, and a turbulent wake behind it. He
also demonstrated that shear stresses between the breaker and un-
derlying wave produce the trailing turbulent wake and sustain the
spilling breaker on the front wave face. Duncan’s@5# eddy-breaker
model served as a base of C&T theory and eventually of the
present model.

Based on experiments similar to Duncan’s@5#, but with differ-
ent set-up and conditions, Mori@6# presented velocity and turbu-
lence quantities in the trailing wake for various conditions. He
also derived a critical condition for sub-breaking using an insta-
bility analysis; for a constant curvature wave, the sub-breaking
takes place when the circumferential force is greater than the
gravity acceleration, i.e., the pressure gradient in the vertical di-
rection plays a critical role in breaking. He noted that, however,
the sub-breaking waves are different from plunging or spilling
breaking waves to some extent, since the flows have wrinkle-like
waves with turbulence fluctuations and do not have overturning or
backward flows.

Battjes and Sakai@8# carried out similar experiments to Dun-
can’s @5#, but with different foil geometry, a NACA6024. They
measured velocity and turbulence quantities and showed that the
trailing wake of a spilling breaker has characteristics similar to
that of self-similar mixing layer, which is in accord with C&T
theory. However, their wave elevation measurement suggested
that it was a hydraulic jump flow after the breaker rather than
following waves.

More recent experiments and analysis have focused on the ini-
tial breaking process@9–13#, surface shape and instantaneous and
mean flow field@14#, velocity, acceleration, and vorticity@15#,
radar backscatter for surface roughness@16#, and aerated density
ratio @17#.

Computational Studies. A fair number of studies have been
conducted using a wide range of modeling, numerical methods,
and applications.

Non-linear potential flow boundary integral methods show
good agreement with breaker wave height data using prescribed
pressure distributions with represented effects of breaking as done
previously by C&T@18,19#. Also, the boundary element methods
following Longuet-Higgins and Cokelet@20# could explain the
plunging wave breaker. However, it is difficult to explain the wave
motion after the initial breaking, which is only the beginning of
non-linear breaking wave motion. The Euler equation was solved
to simulate the wave profile and velocity vectors of plunging
breaking waves in a 2D wave tank@21# and the so-called
Smoothed Particle Hydrodynamics~SPH! method with slender
body potential flow theory was applied for breaking bow waves
around ship hulls@3#; however, the viscous shear and turbulent
fluctuations are not taken into account.

Recently, the Navier-Stokes~NS! equations have been solved to
simulate breaking waves, where both surface tracking and captur-
ing methods are employed for free-surface solution. For spilling
breaking waves, both methods, i.e., tracking and capturing, can be
applied, since the free-surface elevation is single valued and sur-
face conforming grids can be regenerated. The physics of primary
interest in spilling breaking waves is the initiation of breaking,
change of trailing wave form, and the mean and turbulent flow
structure in the trailing wake; thereby steady flow formulation of
the mathematical equations can be employed@22,23#. For plung-
ing breaking waves, general surface tracking methods cannot be
applied. Instead, surface capturing methods, e.g., marker-and-cell
~MAC!, volume of fluids ~VOF!, and level set function, have
shown promising results for breaking waves in surf zone and hy-
draulic jump @24–26#, in deep water@13,27,28#, and around a
ship’s blunt bow@29#. The physics of primary interest in plunging
breaking waves is unsteady development of plunging jets, i.e.,
deformation, initiation, overturning, merging, air entrainment, and
splash-up; thereby unsteady flow formulation should be em-
ployed.

For simulations of turbulent flows, although only few studies

have considered the effects, several turbulence models, e.g.,
simple algebraic Reynolds stress model@22#, standard@23,27,28#
or modifiedk-« models@24,25#, were used. Effects of free surface
on turbulence, which are known to be important as shown for
open channel flows@30#, submerged jets@31#, solid/free surface
juncture boundary layer and wake@32#, and ocean surface layer
@33,34#, have yet to be investigated.

Despite the research described above and also reviewed by
Banner and Peregrine@35# and Melville @36#, which has expli-
cated various phenomena related to breaking waves, none has yet
successfully been applied to spilling breaking waves over a 2D
submerged hydrofoil, including prediction of breaker height, fol-
lowing wave height and length, surface shear under the breaker,
and trailing wake.

3 RANS Model for Spilling Breaking Waves
Consider a spilling breaking wave using a coordinate system

moving with the wave, as shown in Fig. 1. The flow is assumed
2D or a cross section in a 3D strip theory. Present approach is to
modify the dynamic free surface boundary condition using C&T
theory of steady breakers and an iterative solution procedure. The
approach can be implemented with ship hydrodynamics RANS
CFD codes using either surface tracking or capturing methods;
however, present implementation is for the former.

The breaker shape is assumed triangular with maximum height,
hmax, determined by the theoretical/experimental linear relation-
ship @4# with following wave height,hf ,

hmax5~hf2Fr2!/B (1)

where all length scales are nondimensionalized by hydrofoil chord
lengthL, Froude number, Fr5U0 /AgL, is defined byL and char-
acteristic velocity,U0 , and B'22 as per C&T’s equation~5!
with b2'0.5. The triangular shape of a spilling breaker was
shown to be justifiable by Sadovnikov and Trincas@19#, in which
they demonstrated that the ratio of the triangle area to the experi-
mental breaker area is close to that for all of Duncan’s@7# cases.
With estimatedhmax, the location of the breaker toe can be deter-
mined assuming that the breaker top is flat and coincides with the
wave crest, and the dividing streamline between the breaker and
underlying flow is located along the free-surface between the toe
and the top.

Fig. 1 RANS model for spilling breaking waves
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The pressure distribution along the dividing streamline is speci-
fied according to the hydrostatic model

ptoe<~x,y,z!<top5
z1~rBW /r!h~x!

Fr2
(2)

where p (5pstatic1rgz) is the piezometric pressure normalized
by rU0

2, z is the wave elevation,rBW /r is the density ratio of
aerated breaker to water, andh(x) the breaker height at distancex
from the toe.rBW /r is given, assuming the ideal case of concen-
trated shear stresses on the breaker surface, between approxi-
mately 0.2 for incipient breaking and 0.5 for strong breaking@4#.

The streamwise velocity distribution along the dividing stream-
line is specified according to the mixing layer model. The velocity
jump is applied at the toe

Utoe5bUbm (3)

where all velocity scales are normalized byU0 , b is the velocity
reduction at the toe, andUbm is the streamwise velocity compo-
nent just upstream of the toe. The value ofb is between 0.5
~corresponding to Tollmien’s ideal mixing! and 0.7~based onb2

'0.5 in C&T!. The steeper the wave is, the smallerb is, i.e., the
larger velocity reduction at the toe. Beyond the toe along the
dividing streamline the streamwise velocity is specified under the
assumption of constant total head

Utoe,~x,y,z!<top5AHtoe2~2p1W2! (4)

whereHtoe5(2p1U21W2) toe .
Equations~1!–~4! are readily implemented in ship hydrody-

namics RANS CFD codes by modifications of free surface bound-
ary conditions. An iterative solution procedure provides a unique
solution for specified breaking criteria and simulation conditions.
Starting with the nonbreaking solution,hf determineshmax ac-
cording to Eq.~1!. A new solution is obtained with the dynamic
free surface boundary conditions along the dividing streamline
updated according to Eqs.~2!–~4! thereby providing an updated
value ofhf . Convergence is achieved when Eqs.~1!–~4! are un-
changed.

Implementation of the C&T theory for steady breakers requires
breaking criteria, which are not known. For breaking waves over a
2D submerged hydrofoil, correlations have been made with wave
steepnessAk>0.31 @37#, forward face slopeu>17 deg@5#, wave
resistance@4,5#, and wave vertical pressure gradient@6#. For
breaking waves in surf zone, Nadaoka et al.@38# made correla-
tions with wave vertical pressure gradient. At laboratory scale,
surface tension is also influential, as shown by Duncan et al.@9#,
Longuet-Higgins@10#, and Lin and Rockwell@11#. Other influ-
ences include surface shear@5# and side disturbances@37#. The
present results were obtained using simple breaking criteria based
on u or Ak, i.e., breaking was specified foru>15 deg or Ak
>0.25 ~see Fig. 1 for definitions!. Appropriate values forrBW /r
andb can be set by comparing computedu andAk anducrit and
Akcrit , respectively, as discussed in Section 5.

4 Implementation for Two-Dimensional Submerged
Hydrofoils

The spilling breaking wave model is implemented using a ship
hydrodynamics RANS CFD code with application for 2D sub-
merged hydrofoils. Following describes the RANS CFD code and
implementation of spilling breaking wave model.

The unsteady RANS CFD code CFDSHIP-IOWA was used,
which was developed at Iowa Institute of Hydraulics Research
~IIHR! for ship hydrodynamics applications, especially surface
ships and marine propulsors@39–41#. The code was developed for
both internal research and external use through transition to uni-
versities, governmental laboratories, and industry in support of
naval science and technology for general purposes in both re-
search and design@42#. The code was among the better codes for

the naval combatant model ship test case at the recent Gothenburg
2000 Workshop on Numerical Ship Hydrodynamics@43#.

The code solves the incompressible unsteady RANS and conti-
nuity equations in either inertial or non-inertial and Cartesian or
cylindrical coordinates. The isotropic eddy viscosity, blended
k-v/k-« turbulence model@44# is used. A free-surface tracking
method is used with non-linear kinematic and approximate dy-
namic free-surface boundary conditions. Thek-v turbulence
model and tracking methods~including the present code as al-
ready mentioned! performed well at the Gothenburg 2000 Work-
shop, although best results were for Reynolds stress turbulence
models for the tanker model ship test case and level set methods
did well for the container model ship test case. A body force
method is used for propulsor modeling. The governing equations
are transformed into nonorthogonal curvilinear coordinates using
a partial transformation. Second order finite differences are used
for both temporal and spatial discretization. The overall solution
algorithm follows PISO with pressure Poisson equation derived
from the continuity equation. Code and data structures are de-
signed for scalable, parallel, multi-block implementation and ease
of second party model subroutine development. General block
structures are allowed, including patched, overlaid, and Chimera
grids with higher order block interface communication. Message
passing interface~MPI! and single program multiple data~SPMD!
are used for high performance computing~HPC!. Portability is
achieved through MPI, the C preprocessor CPP, and the UNIX
make utility. A user interface is available in GRIDGEN through a
DHTML wizard for setting boundary conditions and run-time pa-
rameters. Following provides governing equations and boundary
conditions used in the present study in conjunction with discus-
sion of implementation of spilling breaking wave model.

The governing equations are the continuity and RANS equa-
tions for viscous incompressible flow, which are written in non-
dimensional form and using tensor notation

]Ui

]xi 50 (5)

]Ui

]t
1U j

]Ui

]xj 1
]p

]xi2
1

Re
¹2Ui2

]

]xj ~2uiuj !50 (6)

where ¹25]2/]xj]xj , Ui5(U,V,W) are the Cartesian compo-
nents of velocity normalized byU0 , andxi5(x,y,z) are the non-
dimensional Cartesian coordinates normalized byL, and Reynolds
number, Re5U0L/n, is defined in terms ofL, U0 , and kinematic
viscosityn.

The solution domain is shown in Fig. 2 along with the boundary
definitions. A two-block, patched-grid topography is used, which
conforms both to the body and free-surface, i.e., the upper block
comprises the domain above the hydrofoil and free-surface bound-
ary, and the lower block comprises the domain below the hydro-
foil and tank-bottom boundary. Although the model problem is
2D, a 3D domain is employed withy ~and h in computational
domain! as an extra coordinate, since CFDSHIP-IOWA is a 3D
code. In order to minimize numerical dissipation, uniform grid
spacing is applied inx-direction after 0.5L from the hydrofoil
trailing edge.

The boundary conditions are described next with reference to
Fig. 2. On the inlet planeSi , U, V, W, and p are specified as
uniform stream andk andv are specified for zero turbulence. On
the body surfaceSb , the no-slip condition is imposed. On the
symmetry planesSsym, ](U,W,p)/]y5V50. On the exit plane
Se , ]2(U,V,W,p)/]x250. On the patched boundarySp , match-
ing condition is imposed. On the tank-bottom boundarySo , U
51, V5W5]p/]n50. On the free-surfaceSz , the kinematic and
dynamic conditions are imposed using a surface tracking ap-
proach. The kinematic~stream surface! condition is imposed
through solution of the non-linear hyperbolic partial differential
equation forz using second-order temporal and spatial finite dif-
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ferences along with a simple linear extrapolation contact-line
model and variable-order high-pass filter to remove spurious os-
cillations. The dynamic~continuous stress! condition is imposed
under the assumptions of small free surface curvature and gradi-
ents of the vertical velocity component, which results in a zero
vertical gradient condition for the velocity components and the
piezometric pressure boundary condition

p5z/Fr2 (7)

The spilling breaking wave model is implemented through
changes to the dynamic free surface boundary condition and the
change eventually has an impact on the free surface wave shapes.
The zero vertical gradient condition forU is replaced by Eqs.~3!
and~4! and the pressure boundary condition~7! is replaced by Eq.
~2!. The simulations are started with an initial condition of a uni-
form stream with a flat free surface. Once the solutions for veloc-
ity, pressure, and free-surface elevation are converged and the
criteria for breaking are met, the spilling breaking wave model is
applied and additional iterations are conducted until convergence
is obtained.

Only limited verification and validation was done. Verification
studies were conducted for iterative and grid convergence; how-
ever, quantitative estimates were not made, which is partially jus-
tified based on present focus being presentation/demonstration of
RANS model for spilling breaking waves and fact that experimen-
tal data are also limited and without uncertainty analysis. 200,000
and 10,000 iterations were required for converged solutions before
and after the model was applied, respectively. The number of
iterations for before model condition is considerably larger than
authors’ previous experience with free-surface wave development
around surface-piercing bodies. However, others have also re-
ported large number of iteration for this type of problem, e.g.,
Hino @45# reported over 200,000 time steps were needed to get
converged solutions. Note that for surface-piercing bodies the free
surface is strongly affected by the presence of the body, whereas
for submerged bodies it takes a number of iterations for the ini-
tially flat free surface to be affected and fully developed by the
dynamic pressure variation around the submerged hydrofoil. Sev-
eral grid sensitivity studies were carried out for one of the cases:
the number of grid points inz-direction was doubled while main-
taining the first grid spacing off the hydrofoil; the domain extent

in thex-direction was doubled while maintaining the grid spacing
in the x-direction; and the domain was partitioned with four- and
eight blocks. Owing to the slow iterative convergence discussed
above, the number of grid points used for grid sensitivity studies
were limited. The results were however relatively insensitive to
the grid and the solution changes based on wave elevation were
less than 6%, which provided evidence that the solutions are not
grid sensitive in the range of grids considered. The authors are
well aware of the importance of verification and validation and
more rigorous studies are recommended for future work.

5 Comparison Benchmark Experimental Data
A wide range of conditions corresponding to available spilling

breaking wave benchmark data for 2D submerged hydrofoils were
considered for evaluation of breaking criteria and prediction of
wave elevation, total head, mean velocities, and turbulence quan-
tities. Simulations were performed without the spilling breaking
wave model for conditions corresponding to:~1! Battjes and Sakai
@8# with a NACA 6024 hydrofoil at angle of attacka515 deg
and depth of submergence, Fr, and Re (d/L,Fr,Re)
5(1.05,0.711,2.163105); ~2! Duncan@5# with a NACA 0012 hy-
drofoil at a55 deg and (d/L,Fr,Re)5(1.29,0.567,1.423105) and
(0.925,0.567,1.423105), and ~3! Mori @6# with a NACA 0012

Fig. 3 RANS model spilling breaking wave solutions and ex-
perimental data locations: „a… Second trough after the breaker
for Duncan’s †5‡ case: „b… 0.2L and 0.1L before; on and; 0.1 L ,
0.2L , and 0.3L after breaker top for Mori’s †6‡ case.

Table 1 Computed u and Ak , and comparison with breaking criteria

ucrit515 deg
Akcrit50.25

Duncan@5#
NACA0012
a55 deg,

d/L50.925
Fr50.567

Battjes and
Sakai@8#

NACA6024
a515 deg,
d/L51.050
Fr50.771

Mori @6#
NACA0012
a52 deg,

d/L50.633
Fr50.441

Mori @6#
NACA0012
a52 deg,

d/L50.633
Fr50.606

Mori @6#
NACA0012
a52 deg,

d/L50.700
Fr50.551

Mori @6#
NACA0012
a52 deg,

d/L50.700
Fr50.571

u 15 deg 57 deg 17 deg 18 deg 16 deg 18 deg
Ak 0.23 0.76 0.22 0.27 0.24 0.25

Fig. 2 Solution domain and grid for 2D submerged hydrofoil.
„y- and z-coordinates are 10 and 3 times magnified, respec-
tively. Every other grid points are shown. …
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hydrofoil at a52 deg and (d/L,Fr,Re)5(0.633,0.441,1.98
3105), (0.633,0.606,2.723105), (0.7,0.551,2.483105), and
(0.7,0.571,2.573105). Simulations were also performed with the
spilling breaking model applied for the conditions underlined.
Figure 3 shows RANS model spilling breaking wave solutions
and data locations for the experiments of Duncan@5# and Mori
@6#. Note that facilities and conditions were different for each of
the experiments:~1! flume for hydraulic jump conditions;~2!
small towing tank for non-breaking, incipient, and breaking; and
~3! circulating water channel for incipient breaking. For~1!, com-
parisons were made with data forU, turbulence fluctuation in
streamwise direction,Au82, and Reynolds stress,u8w8. Data in-
dicate, however, a hydraulic jump condition, i.e., small following
waves and large penetration depth of breaking. Present model
converges and predicts small following waves, but not hydraulic
jump, which is beyond parameter range and possibly applicability
of the present model; therefore,~1! is not considered further. For
~2!, comparisons are made with data forz, U, and Hd5Ham

2Hbm , whereH52p1U21W2 and Ham and Hbm are H after
and before applying the model, respectively. For~3!, comparisons
are made with dataU, W, Au82, turbulence fluctuation in depth-
wise direction,Aw82, andu8w8.

The physical domain for~2! is shown in Fig. 2, which is a box
with extent24<x<12, 0<y<1, and22.15<z<z. The num-
bers of grid points are 31635351580,580 and 31635331
548,980 in the upper and lower blocks, respectively, and 129,560
in total. Thex-direction grid spacing at the leading and trailing
edge,DxLE/TE , is 2.4531023, andz-direction grid spacing at the
foil surface,Dz1 , and at the free-surface,DzFS , are 1.031024

and 1.031022, respectively. Note that at least five points in
y-direction are needed, although it is an extra coordinate, owing to
the five-point stencil required for CFDSHIP-IOWA. The physical
domain for~3! is the same as Duncan’s inx- andy-directions, but
different in z-direction such that23.00<z<z. The numbers of
grid points are 31635346572,680 and 31635346572,680 in
the upper and lower blocks, respectively, and 145,360 in total.
DxLE/TE , Dz1 andDzFS are the same as Duncan’s case grid. The
grids are generated elliptically using GRIDGEN software.

To confirm the validity of breaking criteria, computations were
done without the RANS model for various breaking wave condi-
tions of Battjes and Sakai@8#, Duncan@5#, and Mori @6#. Table 1
presents computedu andAk resulted from various conditions that
accompany wave breaking. The breaking wave criteria for the
present study are shown in the top left corner of the table. Al-
thoughAk’s are less thanAkcrit ~50.25! in some cases, it shows

Fig. 4 Contours of total head, streamwise velocity, pressure, eddy viscosity, turbulence fluctuations, and Reynolds stress for
Duncan’s †5‡ breaking case „d ÕL ,Fr,Re…Ä„0.925,0.567,1.42Ã105

…: „a… Total head; „b… streamwise velocity; „c… pressure; „d… eddy
viscosity; „e… turbulence fluctuations: Au 82

„ÄAw 82
…; „f … Reynolds stress: u 8w 8

428 Õ Vol. 124, JUNE 2002 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



that the criteria, i.e.,u>15 deg orAk>0.25, can predict wave
breaking without preliminary knowledge of occurrence of break-
ing.

Now that the solutions without modeling are obtained, the
RANS model is applied to the solutions following the procedure
described in Section 3. First, Duncan’s@5# breaking wave case,
i.e., a NACA 0012 hydrofoil ata55 deg and (d/L,Fr,Re)
5(0.925,0.567,1.423105), is considered. Since it is rather a mild
breaking, the values ofrBW /r ~50.25! andb ~50.625! are cho-
sen to be close to that for incipient breaking condition.

Figure 4 shows contours of total head,H, U, p, eddy viscosity,
n t , Au82, Aw82, andu8w8 before and after the RANS modeling.
The contours ofH and U clearly show the defect in the trailing
wake, whilep does not seem to be affected much. This is expected
from the fact that hydrostatic pressure due to the aerated breaker
weight is small compared to the pressure that is large enough to
generate free-surface waves. The contours ofn t , Au82, Aw82, and
u8w8 show the turbulence generation at the breaker surface and
dissipation in the trailing wake, as Duncan@5# and Mori @6# ob-
served in their experiments.

Figure 5 shows the computational results before and after the
RANS modeling and comparison with Duncan@5# for z, U, and
Hd . The profile ofz shows the effects of breaking in following
waves, which are repressed, approximately 5%, wave elevation
and shorter, approximately 10%, wavelength. Both these trends
are quantitatively predicted and confirm the C&T theory~Fig. 9 in
their paper@4#! and measurements by Duncan@5#. However, the
breaking wave amplitude is significantly under-predicted and a

phase error is evident. Note that this is a spontaneous breaking
condition and nonbreaking wave profile measurement data are not
available. The defects inU and Hd show good agreement with
Duncan@5# in the correct manner both qualitatively and quantita-
tively, indicating that the present RANS model can properly pre-
dict the mean flow defect in the trailing wake relatively far from
the breaker, i.e., approximately 3L downstream of the breaker top.

The under-predicted breaking wave amplitude, which is widely
seen in RANS simulations, can be attributed to both the under-
prediction of the suction side pressure and loss of wave energy
propagation due to numerical diffusion inz-direction. Figure 6
presents the measured and computed profiles ofz for nonbreaking
condition (d/L,Fr,Re)5(1.29,0.567,1.423105) of Duncan @5#.
The inviscid methods using potential flow theory@18# and Euler
equation solution@45# show somewhat over-predicted crests and
considerably large phase shifts, which are not desirable in free-
surface wave simulations. On the other hand, RANS solution@46#
is in phase with the measured wave profile and show under-
predicted crests and troughs with the accuracy comparable to that
of the present method. These observations support the argument
that the wave amplitude under-prediction is a common character-
istic in NS/RANS simulations, especially at relatively low Re’s,
and that the present free-surface wave simulation results are con-
sistent with other NS/RANS results. However, more extensive
grid studies are required to verify the sensitivity of the solutions to
further grid refinement.

Next, Mori’s @6# breaking wave case, a NACA 0012 hydrofoil
at a52 deg and (d/L,Fr,Re)5(0.7,0.551,2.483105), is consid-

Fig. 4 „continued …
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ered. It is a subbreaking wave condition and therefore selected
values forrBW /r ~50.25! andb ~50.65! are similar to Duncan’s,
but with slightly largerb considering the less strong breaker eddy.
Figure 7 shows the profiles ofU and W near the breaker top
before and after RANS modeling and comparison with Mori@6#.

The generation and decay of defect inU are clearly shown and the
comparison with experimental data is good except at 0.2L before
the breaker top. The data show considerably smaller defect than
the simulations at this distance from the breaker top. Simulations
also show reduction in W with poorer agreement with the data
than without modeling; however, it should be noted thatW pro-
files are nearly flat and largely unaffected by the breaker and that
it is difficult to capture this secondary trend accurately.

Figure 8 presentsAu82, Aw82, andu8w8 near the breaker top
before and after RANS modeling and comparison with Mori@6#.
Note that, due to the lineark-v model in the present study, both
Au82 andAw82 are the same and have the value ofA2k/3, where
k here is the turbulence kinetic energy. It is not possible to com-
parek rather than individual components due to unavailability of
data. The generation, decay, and vertical extent ofAu82 show
good agreement with experimental data, except again at 0.2L be-
fore the breaker top and in freestream. The over-prediction is also
seen at 0.2L before the breaker top as forU profile. The disagree-
ment in free-stream is attributed to the zero free-stream turbulence
in the computation. The profiles ofAw82 show qualitative agree-
ment, but with larger over-prediction near the free surface after
the breaker top. This over-prediction is clearly due to the effects
of free surface on turbulence, which are not accounted for in the
present turbulence model, as previously discussed. Lastly, the pro-
files of u8w8 show large over-prediction before and at the breaker
top, but show good agreement with experimental data, especially
the peak values after the breaker.

For the global prediction by the RANS model, data analysis is
carried out to check the balance between three quantities: hydro-
static pressure due to the breaker weight, total shear force on the
breaker surface, and momentum deficit at the second trough after
the breaker, all of which should be equal according to C&T
theory. The three quantities roughly balance each other in both
cases~see Table 2!, with slightly larger differences in momentum
deficit in the wake, apparently due to numerical diffusion in the
streamwise direction.

6 Concluding Remarks
A RANS model for spilling breaking waves is developed,

which can be implemented with ship hydrodynamics RANS CFD

Fig. 5 Wave elevation, velocity, and total head defect for Dun-
can’s †5‡ breaking case „d ÕL ,Fr,Re…Ä„0.925,0.567,1.42Ã105

…:
„a… Wave profile; „b… streamwise velocity; „c… total head defect.

Fig. 6 Measured and computed wave profiles for Duncan’s †5‡
nonbreaking case „d ÕL ,Fr,Re…Ä„1.29,0.567,1.42Ã105

…

Fig. 7 Profiles of U-1 and W for Mori’s †6‡ breaking case
„d ÕL ,Fr,Re…Ä„0.7,0.551,2.48Ã105

…: „a… U-1 profiles; „b… W pro-
files
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codes. The model is based on the C&T theory of steady breakers.
The breaker cross section is assumed triangular with maximum
height determined by the theoretical/experimental linear relation-
ship with following wave height. Pressure and velocity boundary
conditions are imposed on the dividing streamline between the
breaker and underlying flow based on the hydrostatic and mixing

layer models. An iterative solution procedure provides a unique
solution for specified breaking criteria and simulation conditions.
The model is implemented using CFDSHIP-IOWA and validated
using benchmark spilling breaking wave data for two-dimensional
submerged hydrofoils. As with other current RANS codes, wave
elevations are under predicted. However, for the first time in lit-
erature, the breaking wave wake is predicted. Results for total
head, mean velocities, and Reynolds stresses are in agreement
with available spilling breaking wave benchmark data. Future
work for 2D includes use of nonisotropic turbulence models for
effects of free surface on turbulence and rigorous verification and
validation ~the latter assuming new experimental data becomes
available with uncertainty estimates!.

Extensions for three-dimensional flows are possible using strip
theory such as the one proposed by Tulin and Landrini@3#, which

Fig. 8 Profiles of turbulence fluctuations and Reynolds stress for Mori’s †6‡ break-
ing case „d ÕL ,Fr,Re…Ä„0.7,0.551,2.48Ã105

…: „a… Streamwise turbulence fluctua-
tions „Au 82

… profiles; „b… Depthwise turbulence fluctuations „Aw 82
… profiles; „c…

Reynolds stress „u 8w 8… profiles.

Table 2 Data analysis for global prediction

Breaker weight Total shear force

Momentum
deficit in

wake

Duncan’s@5# case 8.7731023 1.0031022 7.5631023

Mori’s @6# case 8.5531023 8.6231023 8.0231023
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may yield useful results. Similar approaches may also be possible
for plunging breaking waves using unsteady RANS with jet
boundary conditions. Air entrainment can be included through use
of two-fluid models@47#. Breaking criteria remain an important
unresolved issue. Experimental data would be useful for improved
model parameters and to aid in extensions for three-dimensional
and unsteady breakers.

Acknowledgment
This research was sponsored by Office of Naval Research con-

tract N00014-96-1-0018 under the administration of Dr. Ed Rood.

References
@1# Baba, E., 1969, ‘‘A New Component of Viscous Resistance,’’ J. of Soc. Naval

Archi. Japan,125, pp. 23–34.
@2# Longuet-Higgins, M. S., 1996, ‘‘Progress toward Understanding How Waves

Break,’’ Proc. 21st Sympo. on Naval Hydro., Trondheim, Norway.
@3# Tulin, M. P., and Landrini, M., 2000, ‘‘Breaking Waves in the Ocean and

around Ships,’’ Proc. 23rd Sympo. on Naval Hydro., Val de Reuil, France.
@4# Cointe, R., and Tulin, M. P., 1994, ‘‘A Theory of Steady Breakers,’’ J. Fluid

Mech.,276, pp. 1–20.
@5# Duncan, J. H., 1983, ‘‘The Breaking and Non-breaking Wave Resistance of a

Two-dimensional Hydrofoil,’’ J. Fluid Mech.,126, pp. 507–520.
@6# Mori, K.-H., 1986, ‘‘Sub-breaking Waves and Critical Condition for Their

Appearance,’’ J. of Soc. Naval Archi. Japan,159~23!, pp. 1–8.
@7# Duncan, J. H., 1981, ‘‘An Experimental Investigation of Breaking Waves Pro-

duced by a Towed Hydrofoil,’’ Proc. R. Soc. London, Ser. A,377, pp. 331–
348.

@8# Battjes, J. A., and Sakai, T., 1981, ‘‘Velocity Field in a Steady Breaker,’’ J.
Fluid Mech.,111, pp. 421–437.

@9# Duncan, J. H., Philomin, V., Behres, M., and Kimmel, J., 1994, ‘‘The Forma-
tion of Spilling Breaking Water Waves,’’ Phys. Fluids,6, pp. 2558–2560.

@10# Longuet-Higgins, M. S., 1994, ‘‘Shear Instability in Spilling Breakers,’’ Proc.
R. Soc. London, Ser. A,446, pp. 399–409.

@11# Lin, J. C., and Rockwell, D., 1995, ‘‘Evolution of a Quasi-steady Breaking
Wave,’’ J. Fluid Mech.,302, pp. 29–44.

@12# Miller, M., Nennstiel, T., Fiaklowski, L., Pro¨stler, S., Duncan, J., and Dimas,
A., 1998, ‘‘Incipient Breaking of Steady Waves,’’ Proc. 22nd Sympo. on Naval
Hydro., Washington, D.C.

@13# Iafrati, A., Olivieri, F., Pistani, E., and Campana, E., 2000, ‘‘Numerical and
Experimental Study of the Wave Breaking Generated by a Submerged Hydro-
foil,’’ Proc. 23rd Sympo. on Naval Hydro., Val de Reuil, France.

@14# Coakley, D. B., 1997, Surface Shape of Laboratory Generated Steady Breaking
Waves, Ph.D. thesis, University of Maryland, College Park, MD.

@15# Chang, K.-A., and Liu, P. L.-F., 1998, ‘‘Velocity, Acceleration and Vorticity
under a Breaking Wave,’’ Phys. Fluids,10, pp. 327–329.

@16# Walker, D. T., Lyzenga, D. R., Ericson, E. A., and Lund, D. E., 1996, ‘‘Radar
Backscatter and Surface Roughness Measurements for Stationary Breaking
Waves,’’ Proc. R. Soc. London, Ser. A,452, pp. 1953–1984.

@17# Coakley, D. B., Haldeman, P. M., Morgan, D. G., Nicolas, K. R., Penndorf, D.
R., Wetzel, L. B., and Weller, C. S., 2001, ‘‘Electromagnetic Scattering from
Large Steady Breaking Waves,’’ Exp. Fluids,30~5!, pp. 479–487.

@18# Coleman, R. M., 1986, ‘‘Nonlinear Calculation of Breaking and Non-breaking
Waves behind a Two-dimensional Hydrofoil,’’ Proc. 16th Sympo. on Naval
Hydro., Berkeley, CA.

@19# Sadovnikov, D., and Trincas, G., 1998, ‘‘Nonlinear Simulation of Breaking
Waves with Spilling Breakers by a Boundary Integral Method,’’ Proc. 22nd
Sympo. on Naval Hydro., Washington, D.C.

@20# Longuet-Higgins, M. S., and Cokelet, E. D., 1976, ‘‘The Deformation of Steep
Surface Waves on Water. I. A Numerical Method for Computation,’’ Proc. R.
Soc. London, Ser. A,358, pp. 1–26.

@21# Liou, B., Martinelli, L., Baker, T., and Jameson, A., 1998, ‘‘Calculation of
Plunging Breakers with a Fully-implicit Adaptive-grid method,’’ 29th AIAA
Fluid Dynamics Conf., AIAA-98-2968.

@22# Mori, K.-H., and Shin, M.-S., 1988, ‘‘Sub-breaking Wave: Its Characteristics,
Appearing Condition and Numerical Simulation,’’ Proc. 17th Sympo. on Naval
Hydro., The Hague, The Netherlands.

@23# Lungu, A., Raad, P. E., and Mori, K.-H., 1997, ‘‘Turbulent Early-stage Break-
ing Wave Simulation,’’ ASME FED Summer Meeting, ASME FEDSM97-
3404.

@24# Lemos, C.M., 1992,Wave Breaking: A Numerical Study, Springer-Verlag.
@25# Lin, P., and Liu, P. L.-F., 1998, ‘‘A Numerical Study of Breaking Waves in the

Surf Zone,’’ J. Fluid Mech.,359, pp. 239–264.
@26# Chen, G., Kharif, C., Zaleski, S., and Li, J., 1999, ‘‘Two-dimensional Navier-

Stokes Simulation of Breaking Waves,’’ Phys. Fluids,11, pp. 121–133.
@27# Azcueta, R., Muzaferija, S., Peric, M., and Yoo, S.-D. 1999, ‘‘Computation of

Flows around Hydrofoils under the Free Surface,’’ Proc. 7th Int. Conf. on
Num. Ship Hydro., Nantes, France.

@28# Vogt, M., and Larsson, L., 1999 ‘‘Level Set Methods for Predicting Viscous
Free Surface Flows,’’ Proc. 7th Int. Conf. on Num. Ship Hydro., Nantes,
France.

@29# Miyata, H., Kanai, A., Kawamura, T., and Park, J.-C., 1996, ‘‘Numerical Simu-
lation of Three-dimensional Breaking Waves,’’ J. of Marine Sci. and Tech.,1,
pp. 183–197.

@30# Celik, I., and Rodi, W., 1984, ‘‘Simulation of Free-Surface Effects in Turbulent
Channel Flows,’’ Physicochemical Hydrodynamics,5, pp. 217–226.

@31# Walker, D. T., 2000, ‘‘Reynolds-Averaged Models of High Froude Number
Free-Surface Jets,’’ Proc. 23rd Sympo. on Naval Hydro., Val de Reuil, France.

@32# Sreedhar, M. K., and Stern, F., 1998, ‘‘Non-linear Eddy-viscosity Turbulence
Model for Solid/Free-surface Juncture Boundary Layer and Wake,’’ ASME J.
Fluids Eng.,120, pp. 354–362.

@33# Craig, P. D., and Banner, M. L., 1994, ‘‘Modeling Wave-enhanced Turbulence
in the Ocean Surface Layer,’’ J. of Physical Oceanography,24, pp. 2546–2559.

@34# Melville, W. K., Veron, F., and White, C. J., 2001, ‘‘The velocity field under
breaking waves: coherent structures and turbulence,’’ J. Fluid Mech., in press.

@35# Banner, M. L., and Peregrine, D. H., 1993, ‘‘Wave Breaking in Deep Water,’’
Annu. Rev. Fluid Mech.,25, pp. 373–397.

@36# Melville, W. K., 1996, ‘‘The Role of Surface-wave Breaking in Air-sea Inter-
action,’’ Annu. Rev. Fluid Mech.,28, pp. 279–321.

@37# Stern, F., Hwang, W. S., and Jaw, S. Y., 1989, ‘‘Effects of Waves on the
Boundary Layer of a Surface-Piercing Flat Plate: Experiment and Theory,’’ J.
of Ship Research,33~1!, Mar, pp. 63–80.

@38# Nadaoka, K., Ono, O., and Kurihara, H., 1997, ‘‘Analysis of Near-crest Pres-
sure Gradient of Irregular Water Waves,’’ Proc. 7th Int. Offshore and Polar
Eng. Conf., Honolulu, HI.

@39# Paterson, E. G., Wilson, R. V., and Stern, F., 1998, ‘‘Verification/Validation of
Steady Flow RANS CFD for Naval Combatant,’’ Proc. 1st Marine CFD Ap-
plications Symposium, Washington, D.C.

@40# Wilson, R. V., Paterson, E. G., and Stern, F., 1998 ‘‘Unsteady RANS CFD
Method for Naval Combatants in Waves,’’ Proc. 22nd Sympo. On Naval Hy-
dro., Washington, DC.

@41# Wilson, R. V., Paterson, E. G., and Stern, F., 2000, ‘‘Verification and Validation
for RANS Simulation of a Naval Combatant,’’ Proc. Gothenburg 2000: A
Workshop on Numerical Ship Hydrodynamics, Gothenburg, Sweden.

@42# Iowa Institute of Hydraulic Research, 2001, ‘‘http://www.iihr.uiowa.edu/
;cfdship/cfdship-iowa.htm.’’

@43# Larsson, L., Stern, F., and Bertram, V., ed., 2000, Proc. Gothenburg 2000: A
Workshop on Numerical Ship Hydrodynamics, Chalmers Univ. of Technology,
Gothenburg, Sweden.

@44# Menter, F. R., 1994, ‘‘Two-Equation Eddy-Viscosity Turbulence Models for
Engineering Applications,’’ AIAA J.,32, pp. 1598–1605.

@45# Hino, T., 1988, ‘‘Numerical Computation of a Free Surface Flow around a
Submerged Hydrofoil by the Euler/Navier-Stokes Equations,’’ J. of Soc. Naval
Archi. Japan,164, pp. 17–25.

@46# Hino, T., 1997, ‘‘An Unstructured Grid Method fo Incompressible Viscous
Flows with a Free Surface,’’ 35th Aerospace Sci. Meeting and Exhibit, AIAA-
97-0862.

@47# Carrica, P. M., Bonetto, F. J., Drew, D. A., and Lahey, Jr., R. T., 1998, ‘‘The
Interaction of Background Ocean Air Bubbles with a Surface Ship,’’ Int. J.
Numer. Methods Fluids,28, pp. 571–600.

432 Õ Vol. 124, JUNE 2002 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Othon K. Rediniotis
Associate Professor

e-mail: rediniotis@tamu.edu

Jeonghwan Ko1

Post Doctoral Research Associate

Department of Aerospace Engineering,
Texas A&M University,

College Station, TX 77843-3141

Andrew J. Kurdila
Professor,

Department of Aerospace Engineering,
Mechanics and Engineering Science,

University of Florida,
Gainesville, FL 32611-6250

e-mail: ajk@aero.ufl.edu

Reduced Order Nonlinear
Navier-Stokes Models for
Synthetic Jets
While the potential for the use of synthetic jet actuators to achieve flow control has been
noted for some time, most of such flow control studies have been empirical or experimen-
tal in nature. Several technical issues must be resolved to achieve rigorous, model-based,
closed-loop control methodologies for this class of actuators. The goal of this paper is
consequently two-fold. First, we seek to derive and evaluate model order reduction meth-
ods based on proper orthogonal decomposition that are suitable for synthetic jet actua-
tors. Second, we seek to derive rigorously stable feedback control laws for the derived
reduced order models. The realizability of the control strategies is discussed, and a nu-
merical study of the effectiveness of the reduced order models for two-dimensional flow
near the jet exit is summarized.@DOI: 10.1115/1.1467598#

1 Introduction
Synthetic jet technology has been recently addressed by many

researchers~Amitay et al. @1#, Smith et al.@2#, Seifert and Pack
@3#, Chatlynne et al.!. It has been suggested that this technology
may enable the active modification of the pressure distribution
over different surfaces, leading to ‘‘dynamic virtual shaping.’’ It
has likewise been noted that it may potentially achieve flow sepa-
ration manipulation, not just separation delay. This possibility
could open new horizons in flow control. Indeed, some very
promising empirical and experimental studies have provided evi-
dence that synthetic jet actuators can achieve flow separation con-
trol. Nevertheless, significant technical barriers remain to be over-
come before closed-loop controls based on a rigorous theory can
be designed for these devices. For example, low-dimensional
physics-based flow models for this class of devices are still lack-
ing. The derivation of rigorous principles by which control laws
can be derived that guarantee stability also has yet to be devel-
oped. Many researchers have noted the need for reliable, experi-
mentally validated models for these actuators for a range of oper-
ating conditions. As an example, this need is exemplified by the
work of Joshi et al.@4#, where the lack of realistic models of
oscillatory blowing actuators is evident. Their work focuses on
transition control of the flow between two parallel flat plates. The
control algorithm is based on the application of idealized blowing-
suction waveforms on the boundary~plates!. These waveforms
were not derived from actual realistic actuators. Since in an actual
implementation of the controller, real actuators will have to be
used, the need for models of the actuator-generated flow is evi-
dent. Moreover, these models will have to be low-dimensional,
since the controller needs to operate in real-time. Joshi et al.’s
work, although lacking realistic actuator models, nicely illustrates
the benefits that can be gained via rigorous application of control
theory to fluid dynamics systems. Most work in the existing lit-
erature that illustrates the impressive capabilities of synthetic jets,
does so in an experimental and empirical manner and is lacking
the use of rigorous control theory~some the present authors’ pre-
vious work included; Gilarranz and Rediniotis@5#, Amitay et al.
@1#, Smith et al.@2#!. For example, let us consider the control of
steady separation over a wing or the control of dynamic stall over

a helicopter blade, or over the wing of an aircraft during an ag-
gressive high-alpha maneuver. Although significant control au-
thority has been demonstrated with a single synthetic jet located
near the leading edge, it is very likely that for complete separation
control, distributed control, via multiple synthetic jets on the
blade’s/wing’s leeward side, might be necessary. Moreover, the
need for sensing of flow separation/attachment is evident, and
closes the control loop. This now becomes a closed-loop, distrib-
uted control problem that necessitates the development of rigorous
control techniques for nonlinear fluid dynamics systems.

Thus, the goal of this paper is to address two questions of
fundamental importance to the eventual realization of closed-loop
control via synthetic jet actuators:

1. How may we develop low-dimensional, physics-based flow
models for synthetic jet actuators?

2. How amenable to closed-loop control are these reduced or-
der models? In particular, can we state conditions that guar-
antee the closed-loop stability of~at least! the reduced order
system?

We do not claim to have reached exhaustive answers to these
questions. Rather we present proposed methodologies, their initial
success, their potential as well as their limitations. As in many
flow control problems, several aspects of these questions have no
simple answer. Often this is due to the fact that the underlying
Navier-Stokes equations are inherently nonlinear. However, we
will show that proper orthogonal decomposition~POD! methods,
which have been used quite effectively to derive low dimensional
models of coherent structures in turbulent flows, can be accurate
and efficient in reduced order modeling of the open-loop response
of two-dimensional, near-field, synthetic jets flows. We do not
claim to have achieved a global low-order model for 3-D synthetic
jet flows, including all the physics, such as breakdown of the
vortex pair and transition to turbulence. Generating such a low-
order model is admittedly a vast task, especially if the externally
imposed flow that the synthetic jet is trying to control~for ex-
ample the separated boundary layer flow over a wing that the
synthetic jet is attempting to reattach! is included. Nonetheless,
the 2-D flow we are considering here, has significant spatial and
temporal variation to demonstrate the capabilities and potential of
POD order reduction techniques and illustrate the amenability of
such flows to POD low-order modeling. We also show that the
resulting reduced order model is exponentially output stabilizable,
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at least under some ideal assumptions. We also note several out-
standing questions that must be resolved before these controls can
be implemented in realistic control problems.

Related Research. Despite significant progress in diverse
disciplines in control theory over the past decade, the control of
fluid flow remains one of the most challenging, unresolved prob-
lems in the field. The difficulty that arises in deriving rigorous and
general methodologies for fluid flows can be attributed to many
factors. Perhaps the most significant factors are the inherent non-
linearity of the Navier-Stokes equations that represent the dynam-
ics of the flow, and the high dimensionality of typical approxima-
tions of these equations. To help calibrate the complexity of the
control task at hand, it can be helpful to consider other classes of
nonlinear dynamical systems for which a~nonlinear! control
theory is readily available. For example, ‘‘geometric’’ methods of
nonlinear control, with their foundation in Lie Algebra and differ-
ential geometry, have flourished over the past 10 years. The reader
is referred, for example, to Isidori@6# and the references therein.
Even if the nonlinear control problem at hand is not directly ame-
nable to all the strengths of these geometric approaches, this
analysis is often used as a first step in pursuing alternative ap-
proaches~Krstic et al.@7#!. Still, it is safe to say that the models to
which these modern control theories may readily be applied are
extremely low dimensional. Typical practical examples in which
the geometric methods have been effective are discussed in Sheen
and Bishop@8# wherein attitude control is studied, or in Ko et al.
@9# where a nonlinear flutter suppression control is derived. In
both cases, the number of degrees of freedom of the model is
O~10!-O~100! equations. If we acknowledge that reasonable com-
putational fluid dynamics models can require on the order of
O(106)-O(107) degrees of freedom, it is clear that significantly
different strategies are required for flow control problems.

A wide spectrum of approaches has been investigated to at-
tempt to codify methods for flow control over the years. These
methods differ markedly in the rigor of their treatment of the
underlying mathematical control problem, as well as the degree to
which the techniques have been validated experimentally or com-
putationally. There is a collection of work that seeks to solve open
mathematical problems of control theory associated with fluid
flow. In Cuvelier @10#, for example, proof of the existence of
optimal controls is given for systems of partial differential equa-
tions obtained via coupling of the Navier-Stokes and heat conduc-
tion equations. The careful, and sometimes incremental, nature of
this type of research is illustrated by Gunzburger and Lee@11#. In
this paper, the authors derive a mathematically rigorous proof of
the convergence of approximations that are applicable to the sys-
tems studied in Cuvelier@10#. Thus, the proof of existence of
optimal control predates the proof of convergence of approxima-
tions for this class of systems by 20 years. Mathematical control
theory is characterized by such careful definition of problem and
solution. Over the years, careful and rigorous study of mathemati-
cal control theory has likewise focused on other specific problems,
including control of driven cavity flow~Burns and Ou,@12#!, and
piezoelectric control of shear layers~Banks and Ito@13#!. General
studies of the optimal control of the Navier-Stokes equations, for
various classes of assumptions~boundary control, distributed con-
trol, 2D problems, 3D problems, etc.! can be found in Desai and
Ito @14#, Ito and Kang@15#, Ravindran and Hou@16#, Hou and Yan
@17#, Fattorini and Sritharan@18,19#, and Fursikov et al.@20#.
While these studies are to be recommended for their rigor, con-
nectivity to experimental verification is often neglected. At the
same time, there has been a concerted effort to improve the degree
to which rigorous mathematical control theory, in the spirit of the
approaches discussed above, can complement and benefit from
current research in computational fluid dynamics. Joslin et al.@21#
summarizes the use of adjoint and optimality systems for some
optimal flow control problems. Emphasis is placed on the numeri-
cal requirements and demands imposed for the direct simulation
of the resulting set of coupled, nonlinear partial differential equa-

tions. This approach is discussed in Joslin@22# to study the inter-
action between control theory and direct numerical simulation for
zero-mass-flux fluidic actuators. This work is particularly relevant
to the current paper.

To appreciate the diversity of the approaches taken by research-
ers to address flow control, the reader is likewise advised to con-
sider the careful experimental work that has appeared in Wygnan-
ski @23#. In Wygnanski @23#, studies of boundary layer
modification and flow control via oscillatory zero-mass-flux jets is
described. While the theoretically precise work in, say, Fattorini
and Sritharan@19# does include a single attempt to verify its
theory via an experimental protocol, the detailed experimental
studies in Wygnanski@23# or Trujillo et al. @24# are carried out
without recourse to any mathematical control theory. Thus, the
need for the synthesis of rigorous control theory and experimental
methods has been noted by several researchers over the years. A
key step to this synthesis is the development of lower dimensional
descriptions of flow dynamics for control synthesis. For example,
the reader is referred to p. 6, Section 5.7 of Bewley et al.@25#.
Some authors have proposed ad hoc methods based on neural
networks~Cho et al.@26#!, or methods based on linearization and
order reduction via classical linear system theoretic methods
~Joshi et al.@4#!.

Additionally, some reduced order methods for flow modeling
and control have appeared in the literature over the past few de-
cades. Proper orthogonal decomposition~POD! has been utilized
in Aubry et al.@27# to derive low dimensional models for a class
of fluid flows. POD is essentially a statistically based order reduc-
tion that calculates the singular value decomposition of the cova-
riance operator of output measurements. Recently, Ly and Tran
@28# have shown that POD methods can be used effectively for
generating a reduced order model for the simulation and control of
a class of reactor flows. A similar philosophy, with an experimen-
tal orientation, is considered in Corke et al.@29#. In contrast to the
POD methods, where the reduced order model is based on opti-
mality criteria, other authors have demonstrated that effective re-
duced order models can be derived from physical considerations.
For example, Ito and Ravindran@30,31# have shown via empirical
numerical evidence that reduced order Navier-Stokes simulations
can yield accurate reduced order models. This methodology is
similar in philosophy to the assumed modes methods of structural
mechanics. In fact, the assumed modes methods for order reduc-
tion of structural systems have been studied in detail~see for
example, Craig@32# or Skelton@33#!, and have motivated analo-
gous strategies for the generation of reduced order models for
aeroelastic studies~Tang et al.@34#!. Finally, there has been recent
anecdotal evidence that wavelets and multiresolution methods can
provide an avenue for generating reduced order models for flow.
Elezgaray et al.@35# study the dynamical systems obtained via
periodic-wavelet approximations of prototypical flow equations.
Wickerhauser et al.@36# likewise study the effectiveness of gen-
erating low dimensional approximations of scalar vorticity fields
using wavelets and windowed cosine bases. The authors of this
paper have recently studied the use of divergence free wavelets
for the order reduction of experimentally collected velocity fields
in Ko et al. @37,38#.

2 Order Reduction Framework
In this section, we discuss the reduced basis methods, and lay

the foundation for the order reduction and control approaches pre-
sented in the paper. We will consider viscous, incompressible
flows whose dynamic behavior is governed by the Navier-Stokes
equations. We seek to findVW andp such that

St
]VW

]t
2

1

Re
DVW 1VW •¹W VW 1¹p5 f , in V3~0,T#

¹W •VW 50, in V3~0,T#

VW 5g, on ]V3~0,T#

VW ~0!5VW 0 , in V (1)
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whereV is the fluid domain, (0,T# is the time interval of interest,
VW is the velocity,p is the pressure. Re is the Reynolds number and
St is the Strouhal number. In the usual way, we defineL2(V) to
be those functions that are square integrable in the domainV with
norm

i f iL2~V!
2

5E
V

f ~x!dx (2)

and byL0
2(V) those functions inL2(V) with zero mean.H1(V)

is the Sobolev space of functions whose first weak derivative is in
L2(V).

H1~V!5H f PL2~V!:
] f

]xi
PL2~V!,i 51, . . .nJ . (3)

By Lp(0,T;X) we mean thoseX-valued functions that are Bochner
integrable with norm

i f iLp~0,T;X!5H E
0

T

i f ~ t !iX
pdtJ 1/p

. (4)

In this paper, we will have occasion to use

H5$VW P@L2~V!#n:¹W •VW 50 in V, VW •nW u]V50% (5)

and the space that incorporates boundary conditions via the trace
of functions on the boundary

Hg5$VW P@H1~V!#n:VW u]V5gPH1/2~G!% (6)

whereH1/2(G) is a Sobolev space of fractional derivative, defined
on the boundaryG. We can write these equations in weak form by
introducing the bilinear form

a~•,• !:@H1~V!#n3@H1~V!#n→R

a~UW ,VW !5
1

Re
E

V
~¹W UW !:~¹W VW !dx (7)

the bilinear form

c~•,• !:@H1~V!#n3L2~V!→R

c~VW ,p!5E
V

~¹W •VW !pdx (8)

and, finally, the trilinear form

b~•,• !:@H1~V!#n3@H1~V!#n3@H1~V!#n→R

b~UW ,VW ,WW !5 (
i , j 51

n E
V

U j

]Vi

]xj
Widx. (9)

With this notation, the weak form of the governing partial differ-
ential equations require that we find

VW PL2~0,T;Hg!ùL`~0,T;H !

pPL2~0,T;L0
2~V!! (10)

such that

K ]VW ~ t !

]t
,jW L 1a~VW ~ t !,jW !1b~VW ~ t !,VW ~ t !,jW !2c~jW ,p~ t !!

5^ f ~ t !,jW &, ;jWP@H0
1~V!#n

c~VW ~ t !,q!50, ;qPL2~V!. (11)

Within the context of conventional finite element methods, we
choose finite dimensional spaces

Vk,@H0
1~V!#n

Sk,L0
2~V! (12)

and seek approximate solutionsVW k(t)2EW (g(t))PVk ,pkPSk such
that

K ]VW k~ t !

]t
,jW kL 1a~VW k~ t !,jW k!1b~VW k~ t !,VW k~ t !,jW k!2c~jW k ,pk~ t !!

5^ f ~ t !,jW k&, ;jW kPVk

c~VW k~ t !,qk!50, ;qkPSk. (13)

Depending on the physical system under consideration, the solu-
tion of Eqs.~12!–~13! can be a formidable task indeed. The car-
dinality of the finite dimensional subspacesVk3Sk appearing in
Eqs. ~12!–~13! may be comprised of order of O(106) or O(107)
equations in some applications. Moreover, if these equations ap-
pear in the formulation of an optimization, optimal control or
design problem, they may need to be solved repeatedly as we seek
to minimize some performance functional. As outlined in pp.
108–114 of Gunzburger@39#, reduced basis methods have been
investigated for over the past decade. More recently, Ito and
Ravindran@30,31# have studied the performance of some reduced
basis methods in the context of optimization. The essential phi-
losophy behind the approach studied in Gunzburger@39#, and Ito
and Ravindran@30,31# is straightforward. The full order Navier
Stokes equations are solved for a family ofNr solutions. We de-
note these solutions as

$~CW r ,h r !% r 51
Nr . (14)

Each individual solution (CW r ,h r) corresponds to a different set of
physical conditions. For example, the sequence of solutions
$(CW r ,h r)% r 51

Nr may correspond toNr different Reynolds numbers
used to generate the solutions. A reduced order model is then
sought where the solution is constrained to lie in some subspace
of

VNr
3SNr

5span$~CW r ,h r !% r 51
Nr . (15)

Several comments are in order at this point to contrast the spaces
VNr

andVk . The spaceVk is spanned by a huge number of func-
tions ~typically finite element functions!, and the functions satisfy
homogeneous boundary conditions. In contrast,VNr

is spanned by
a few basis functions, but need not satisfy homogeneous boundary
conditions. In fact, for the class of problems we consider, where
control is induced via oscillatory blowing, typical reduced order
bases comprisingVNr

will not satisfy homogeneous boundary
conditions. If we have strong evidence to believe that the solution
will vary parametrically in a continuous fashion over the range of
parameters used to generateVNr

3SNr
, it is anticipated that the

reduced order model will be accurate for nearby parameter values.
This argument is hardly rigorous. In fact, it avoids all discussion
of bifurcation phenomena associated with the infinite dimensional
dynamical system. Nevertheless, the empirical evidence in Ito and
Ravindran@30,31# has been promising. In a similar fashion, now
consider the unsteady Navier-Stokes equations. Some authors
have sought to represent the reduced order system by choosing a
finite collection of solutions corresponding to different physical
parameters and different instants in time. Again, if the total col-
lection of ‘‘snapshots’’ captures the essential modes of the dy-
namical system, it is hoped that the reduced order system will be
a good approximant of the full order system. Provided that the set
of basis vectors comprisingVNr

is divergence free, the reduced
order problem takes a simpler form. That is, we seek to find
VW (t)PVNr

such that

K ]VW ~ t !

]t
,jW L 1a~VW ~ t !,jW !1b~VW ~ t !,VW ~ t !,jW !5^ f ~ t !,jW &,

;jWPVNr
ùVk. (16)
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The pressure field can then be obtained via post-processing, as
discussed in Gunzburger@39# and Temam@40#

3 Implementation for Specific Bases
In this section, we discuss the detailed implementation of the

reduced order model in Eq.~16! for the synthetic jet actuator
described in a later part of the paper. We will restrict our discus-
sion to two-dimensional unsteady incompressible flows. We note
that the strong form of the governing momentum equations
has been obtained via nondimensional analysis, and is shown as
following:

St
]V¢

]t
1~V¢ •¹W !V¢ 52¹W p1

1

Re
¹2V¢ (17)

where

St5
D

UmaxT
, Re5

rUmaxD

m
. (18)

Specifically, we choose the jet orifice diameter as the length scale
D. The actuator membrane oscillation period is used as the time
scaleT, and the average velocity at the maximum flow rate at the
jet orifice,Umax, is chosen as the velocity scale. With these defi-
nitions, the weak form of the governing equations then requires
that

S jW i ,St
]VW

]t
1~V¢ •¹W !V¢ D 1~jWi ,¹W p!5

1

Re
~jWi ,¹2V¢ !. (19)

HerejW i are the general weight functions. We assume that the full
velocity vector can be approximately decomposed as

V¢ 5VW M1VW 'VW M1(
j 51

M

yj~ t !FW j~x,y! (20)

where the basis functionFW j5$
F j y

F j x% is assumed to be known.

More specifically, each component of the total velocityVW 5$v
u% is

expressed as

u'uM1(
j 51

M

yj~ t !F j x

v'vM1(
j 51

M

yj~ t !F j y
(21)

and the time average velocity is given by

VW M5
1

T Et0

t01T

V¢ dt. (22)

Clearly, since the flow is assumed to be two dimensional and
incompressible, it is simple to show that the selected basis must be
divergence free

¹W •FW j50. (23)

Now we consider each of the terms comprising the weak form of
the governing equations.

~jW i ,¹W p!5E
V

jW i•¹W pdV5E
]V

pjW i•nW ds2E
V

p¹W •jW idV. (24)

If we choose the weight functionjW i such that it is divergence free,
then

~jW i ,¹W p!5E
]V

pjW i•nW ds5@pjW i #. (25)

By substituting the above identities, we obtain the following set of
nonlinear ordinary differential evolution equations for the time
varying amplitudesyi(t):

St
dyi

dt
5ai1(

j 51

M

bi j yi1(
j 51

M

(
K51

M

cinkyjyK2@pjW i # (26)

where

ai52~jW i ,~VW M•¹W !VW M !2
1

Re
~¹W jW i ,¹W VW M !1

1

Re
@jW i ,¹W VW M#

bi j 52~jW i ,~VW M•¹W !FW j !2~jW i ,~FW j•¹W !VW M !2
1

Re
~¹W jW i•¹W FW j !

1
1

Re
@jW i¹W FW j #

ci jk52~jW i ,~FW j•¹W !FW K!

where the indexi 51,2, . . . ,M . Using any standard integration
scheme to solve these equations, we obtain a set of predicted time
histories for the mode amplitudesyi(t), i 51,2, . . . ,M . Carefully
note that the governing equations include a boundary flux term
expressed in terms of the unknown pressure. This term has arisen
from the expansion of the inner product.

~jW i ,¹W p!5E
]V

pjW i•nW ds2E
V

p¹W •jW idV. (27)

If we choose the weight functionjW i such that it is not only diver-
gence free but also homogeneous at the boundary, then we can
drop the pressure term. In our Galerkin projection, thejW i are the
POD basis functions,FW i . The discussion of POD is given in the
next section.

The modifications of the above equations to account for a finite
number of controls generated by oscillatory blowing is relatively
straightforward. In this case, we define

V¢ 'VW M~x,y!1g1~ t !VW c1
~x,y!1g2~ t !VW c2

~x,y!

1(
j 51

M

yj~ t !FW j~x,y! (28)

whereVW c1
,VW c2

are control functions that satisfy

¹W •VW c1
50, ¹W •VW c2

50. (29)

Additionally, we require that

V¢ 2VW M2g1~ t !VW c1
2g2~ t !VW c2

50 (30)

on the boundary]V, so that the basis functions in this case satisfy
the divergence free and homogeneous conditions. Of course, the
number of control functions is only constrained by physical real-
izability. We choose two controls for convenience; the generaliza-
tion to any finite number is obvious. When we substitute the
above expressions into the governing equations, and let thejW i be
equal to the POD basis functionFW i , we obtain the following
ordinary differential equations for the time-varying amplitude
yi(t), i 51, . . . ,M :

St
dyi

dt
5ai1(

j 51

M

bi j y j1(
j 51

M

(
K51

M

ci jkyjyK1d1i

dg1

dt
1d2i

dg2i

dt

1S e1i1(
j 51

M

f 1i j y j D g11S e2i1(
j 51

M

f 2i j y j D g21hig1g2

1g1ig1
21g2ig2

2 (31)
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where the indexi 51,2, . . . ,M . The coefficientsai ,bi j ,ci jk all
have the same definition as in Eq.~26!. In addition, we have

d1i52~FW i ,VW c1
!

d2i52~FW i ,VW c2!

e1i52~FW i ,~VW M•¹W !VW c1
!2~FW i ,~VW c1

•¹W !VW M !2
1

Re
~¹W FW i ,¹W VW c1

!

1
1

Re
@FW i¹W VW c1

#

f 1i j 52~FW i ,~VW c1
•¹W !FW j !2~FW i ,~FW j•¹W !VW c1

!

e2i52~FW i ,~VW M•¹W !VW c2!2~FW i~VW c2•¹W !VW M !2
1

Re
~¹W FW i ,¹W VW c2!

1
1

Re
@FW i¹W VW c2# (32)

f 2i j 52~FW i ,~VW c2•¹W !FW j !2~FW i ,~FW j•¹W !VW c2!

hi52~FW i ,~VW c1
•¹W !VW c2

!2~FW i ,~VW c2
•¹W !VW c1

!

g1i52~FW i ,~VW c1
•¹W !VW c1

!

g2i52~FW i ,~VW c2
•¹W !VW c2

!.

After we integrate the above equations to obtain the transient
amplitudes yi(t), we can calculate a predicted velocity field
V¢ G(x,y,t) by substituting into Eq.~28!

V¢ G5VW M~x,y!1g1~ t !VW c1
~x,y!1g2~ t !VW c2~x,y!

1(
j 51

M

yj~ t !FW j~x,y!. (33)

4 POD Order Reduction of Synthetic Jets
In this section, we outline how proper orthogonal decomposi-

tion has been used to generate reduced order models for synthetic
jet actuators. In as much as the theoretical foundations of Proper
Orthogonal Decomposition~POD! have been discussed elsewhere
~Loeve @41#, Karhunen@42#, Ly and Tran@28#! we focus on the
specific protocols employed for the work described in this paper.
The POD technique is based on a set of snapshots of the flowfield.
In our case, we are interested in the flowfield generated by syn-
thetic jet actuators. We use experimental techniques~PIV! or CFD
~FIDAP! to capture the velocity field. Both the experiment and

CFD use the same jet geometry and jet membrane operation pa-
rameters. We first normalize the velocity field by using the refer-
ence scales mentioned earlier. After the snapshots are prepared,
we compute the correlation matrix defined as

Ci j 5~1/N!E
V

VW i~x,y!•VW j~x,y!dV

5~1/N!E E
V

~uiuj1n in j !dxdy (34)

wherei , j 51,2, . . . ,N and

N: total number of snapshots

VW i : non-dimensional velocity vector at time instancei .

The eigenvalues of the above matrix are solved for, to extract the
dominant features~or degrees of freedom!:

Fig. 1 Computational domain for the simulation

Fig. 2 Eigenvalue distribution
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CA5lA, A5~a1 ,a2 , . . . ,aN!T (35)

where

AK
•AK85H 1/~NlK!, K5K8

0, KÞK8
. (36)

C is a non-negative symmetric real matrix and has a complete set
of orthogonal eigenvectorsA1,A2, . . . ,AN with the corresponding
eigenvaluesl1>l2> . . . >lN>0.
So the POD basis functions can be expressed as:

FW K5(
i 51

N

ai
KVW i , 1<K<N

(37)

~FW K ,FW K8!5H 1, K5K8

0, KÞK8

whereai
K is the i th element of the eigenvectorAK corresponding

to the eigenvaluelK . It is obvious that the basis functions from
definition ~37! are divergence free, and the homogeneous bound-
ary condition requirement can be satisfied by constructing a ve-
locity field such that it has homogeneous boundary conditions, as
we discussed earlier.

If most of the flow energy is captured in the firstM POD modes
(M!N), then

(
i 51

M

l i>(
i 51

N

l i . (38)

Thus we achieved order reduction, and it is reasonable to approxi-
mate the velocity field by using only the firstM POD basis
functions:

VW ~x,y,t !'VW G~x,y,t !5(
i 51

M

yi~ t !FW i~x,y!

55 uG~x,y,t !5(
i 51

M

yi~ t !F i x

nG~x,y,t !5(
i 51

M

yi~ t !F i y

(39)

whereFW i5(F i x
,F i y

).
Three velocity fields have been involved in our discussions so

far: the ‘‘exact’’ field VW (x,y,t) produced by the numerical simu-
lation ~FIDAP! or PIV experiment; the projected fieldVW P(x,y,t)

and the predicted fieldVW G(x,y,t). We already discussedVW G ear-
lier. VW P(x,y,t) is the result of projecting the velocity onto the first
M basis functions:

VW P~x,y,t ![(
i 51

M

yPi
~ t !FW i~x,y!

⇒5 uP~x,y,t ![(
i 51

M

yPi
~ t !F i x

~x,y!

nP~x,y,t ![(
i 51

M

yPi
~ t !F i y

~x,y!

. (40)

The projection amplitudeyPi
(t) is derived by taking the inner

product of the exact velocity field with the basis functionFW i :

ypi
~ t !5~VW ,FW i !

5E
V

@u~x,y,t !F ix~x,y!1n~x,y,t !F iy~x,y!#dV.

5 Controllability and Output Control
The governing equations in~31! can be expressed in canonical

form for nonlinear systems by defining an augmented state vector
XW (t)PRM1Nc whereNc is the number of controls

Xi~ t !5yi~ t ! i 51 . . .M
(41)

XM1 j~ t !5g j~ t ! j 51 . . .Nc

Written as a vector, the states and control vector can be expressed
as

XW ~ t !55
X1~ t !
]

XM~ t !
XM11~ t !

]

XM1Nc
~ t !
6 55

y1~ t !
]

yM~ t !
g1~ t !
]

gNc
~ t !
6 ,

(42)

UW ~ t !5H u1~ t !
]

uNc
~ t !
J 55

dg1~ t !

dt

]

dgNc
~ t !

dt
6

Fig. 3 Energy distribution for eigenvalues
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whereui(t), i 51, . . . ,Nc , are the controls. In this case, the gov-
erning equations from the last section are written succinctly as

d

dt
~XW ~ t !!5FW ~XW ~ t !!1GW ~XW ~ t !!UW ~ t ! (43)

where the controls are the time rate of change of the strengths of
the jets. The entries ofFW (•,•):RM1Nc3R1→RM1Nc are deduced
to be

FW ~XW ~ t !!5H Fi~XW ~ t !!, i 51, . . . ,M

0, i 5M11, . . . ,M1Nc

(44)

where each of the scalar-valued functionsFi is given by simply
re-labeling the entries in the equations derived in the last section,
and R15@0,̀ ). The control influence operatorGW (•)PRM1Nc

3RNc and controlUW (t) have the following structure

GW ~XW ~ t !!UW ~ t !53
d1,1 ¯ dNc,1

] ]

d1,M ¯ dNc ,M

1

�

1

4 H u1~ t !
]

uNc
~ t !
J

5F @D#M3Nc

@ I #Nc3Nc

GUW ~ t ! (45)

where the coefficientsdi , j are defined in Eq.~31!. It is well-known
that the controllability of the nonlinear control problem~43! de-
pends on the definition of the observations

Fig. 4 The first four POD modes
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YW ~ t !5HW ~XW !5H Y1~ t !
]

YNo
~ t !
J 5H H1~XW ~ t !!

]

HNo
~XW ~ t !!

J . (46)

It is likewise known that questions of controllability can be deli-
cate to address when the number of states, number of controls and
number of observations are varied in number and in their nature.
Still, we seek justification that the control methodology proposed
in this paper, that is control via oscillatory zero-mass-flux jets, is
well-motivated. At the very least, we wish to establish that certain
‘‘canonical’’ choices of controls, observations and states lead to
well-conceived, controllable systems. To this end, let us suppose
that Nc5No5M . That is, the number of controls, the number of
measurements and the number of reduced states are equal. For the
sake of illustration, we choose as observations the time-varying
amplitudes of the reduced states

H Y1~ t !
]

YM~ t !
J 5H H1~XW ~ t !!

]

HM~XW ~ t !!
J 5H X1~ t !

]

XM~ t !
J . (47)

Recall that for any scalar-valued functionl(x), the ~Lie! deriva-
tive of l(x) along a vector fieldnW (x) is given recursively by

LnWl~x!5l~x!

LnW
1l~x!5(

i

]l

]xi
n i~x!

]. (48)

LnW
kl~x!5(

i

]~LnW
k21l~x!!

]xi
n i~x!

The nonlinear system~43! is said to have relative degree
$r 1 ,r 2¯r M% at someXW 0 if

~i! LgW j

0 L
FW
k
Hi(x)50, for all j 51, . . . ,M , k,r i21 and for all

XW in a neighborhood ofXW 0 , and
~ii ! the M3M matrix,

F LgW1
L

FW
r121

H1~x! ¯ LgWM
L

FW
r121

H1~x!

] ]

LgW1
L

FW
rM21

HM~x! ¯ LgWM
L

FW
r121

HM~x!
G

is nonsingular atXW 0 .

We have the following theorem that guarantees that, at least in this
idealized scenario, the nonlinear control problem is well-
conceived:

Theorem:
Consider the nonlinear control system associated with the re-

duced order zero-mass-flux system

d

dt
~XW ~ t !!5FW ~XW ~ t !!1GW ~XW ~ t !!UW ~ t !

(49)

YW ~ t !5HW ~XW ~ t !!

where XW , YW , FW (•,•):RM1Nc3R1→RM1Nc, GW (•)PRM1Nc

3RNc, and UW (t) are defined in Eqs. (41)–(45). If the control
functions VW c1

¯VW cM
and test functionsjW1¯jW M satisfy

detu~jW i ,VW cM
!uÞ0 (50)

then the reduced order nonlinear control system is globally, expo-
nentially output stabilizable.

Proof:
The proof of this theorem is straightforward. If detu(jWi ,VW cM

)u
Þ0, then

F LgW 1
L

FW
0
H1~x! ¯ LḡM

L
FW
0
H1~x!

] ]

LgW 1
L

FW
0
HM~x! ¯ LḡM

L
FW
0
HM~x!

G5@~jW i ,VW ci
!#T (51)

is nonsingular. The relative degree of the system is$r 1 ,r 2¯r M%
5$1,1,1,̄ ,1%. The global exponential output stabilizability then
follows via standard arguments~see Isidori@6#!.

Clearly, this theorem represents an idealized scenario. The
physical realization of this control methodology would require the
real-time measurement of the amplitudes of all reduced order
states, as well as the time-varying amplitude of the jet. It is con-
ceivable that modern flow diagnostics will enable the real-time
measurement of the time-varying amplitude of the synthetic jet.
However, it is problematic as to whether any of the reduced order
states, particularly those associated with global POD modes, could
be observed in real-time. Furthermore, this theorem says nothing
regarding the accuracy of the reduced order model in the closed
loop, the applicability of the reduced order model for varying flow
regimes or the actual stabilizability of the underlying infinite di-
mensional system.

With these limitations in mind, however, we view this theorem
as a necessary first assessment of the potential of flow control via

Fig. 5 Projection error for different number of modeS
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synthetic jets. In addition, further study along the same lines of
reasoning should be pursued for realistic observation sets

YW ~ t !5HW ~XW !5H Y1~ t !
]

YNo
~ t !
J 5H H1~XW ~ t !!

]

HNo
~XW ~ t !!

J (52)

that arise from measurements that are realizable.

6 Synthetic Jet Low-Order Modeling
The objective of the work presented in this section is to inves-

tigate how ‘‘amenable’’ synthetic jet flows are to order reduction
techniques such as POD, and derive low-order dynamic models
for synthetic jet flows. For this purpose, FIDAP was used to solve
the flowfield for a 2-D synthetic jet, at a Strouhl number of St
50.175 and a Reynolds number of Re5228. Figure 1 presents the
computational domain. The membrane oscillation frequency was
10 Hz, and the velocity at the membrane is modeled as

VW ~ t !5 H6 sin~20pt !
0 J ~mm/s!. (53)

Please note that the above geometry of the computational do-
main and the operating conditions of the jet are based on water
tunnel experiments of synthetic jets at the Department of Aero-
space Engineering of Texas A&M University. To make the task
more challenging, transient effects were included. With the mem-
brane starting from rest, the first two periods of the flowfield were
solved for and 80 snapshots of the flowfield, during these two
periods, were used to generate 80 POD modes

FW i~x,y!, i 51, . . .,80.

Figure 2 presents a plot of the eigenvalue magnitudes, while
Fig. 3 presents the percentage of the flowfield energy captured by
the first M eigenmodes. It is interesting to note that 94% of the
flow energy is captured by the first eigenvalue, while the first 5
eigenvalues capture over 99% of the energy. Physically, this can
be explained by considering the fact that for this St value, the
majority of the flow energy is contained in the two counter-
rotating vortices and the forward flow, directed away from the jet
exit, which is exactly the flow pattern in the first couple of eigen-
modes. The above strongly suggests that this class of synthetic jet
flows are very amenable to POD order reduction techniques. The
first four POD modes are shown in Fig. 4.

Subsequently, only a few of these modes were used to recon-
struct the flowfield at individual time instants, according to Eq.
~39!. The error between the exact and the projected flowfields,
given by Eq.~54!, is presented in Fig. 5.

Error5
iVW 2VW Pi l 2

iVW i l 2

3100

5

F(
i , j

$~ui , j2ui , j
P !21~v i , j2v i , j

P !2%G 1/2

F(
i , j

~ui , j
2 1v i , j

2 !G 1/2 3100. (54)

It is noted that the error decreases as the number of modes
increases, and that as few as four modes are enough to approxi-
mate the flowfield with acceptable errors for control purposes.
Subsequently, a dynamical model for the flowfield was derived
through the Galerkin projection procedure described earlier. Only
four POD modes were considered. For the present application,
since the pressure was known everywhere, the velocity decompo-
sition techniques presented earlier~Eq. 28! were not necessary.
The Galerkin projection yielded the four amplitudesyi(t) ( i
51,2,3,4) corresponding to the four modes. Figure 6 presents the
comparison between these mode amplitudes and the amplitudes
derived by projecting the exact flowfield onto the four POD
modes at each one of the 80 time instants. Very good agreement
can be observed. Thus, the derived four-mode dynamical model of
the flowfield is:

VW ~x,y,t !5(
i 51

4

yi~ t !FW i~x,y!.

Qualitative comparisons between the model and the exact flow-
field, in the neighborhood of the jet exit where most of the flow
complexity resides, are shown in Fig. 7 for four different time

Fig. 6 Comparison of amplitudes for each mode: „a… first
mode, „b… second mode, „c… third mode, „d… fourth mode

Journal of Fluids Engineering JUNE 2002, Vol. 124 Õ 441

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



instants corresponding tot/T50.025,0.275,0.525,0.775. Very
good qualitative agreement~and quantitative agreement, to be pre-
sented in an upcoming paper! can be observed.

7 Conclusions
In order to enable real-time control of synthetic jet actuated

flows, low-order modeling of two-dimensional synthetic jet flows
was derived via Proper Orthogonal Decomposition~POD!. A dy-
namical model of the flow was derived via Galerkin projection for
specific St and Re values. It was shown that accurate modeling of
such flows in the open loop response is possible with as few as
four modes. While the current numerical experiments are focused
on one set of operating conditions and on the flowfield near the jet
orifice, a discussion of how to extend the model for a range of St
and Re values will be presented in a forthcoming paper. Control-
lability of the reduced order models that result from POD approxi-
mations was also addressed. It was shown that certain ‘‘canoni-
cal’’ choices of controls, observations and states lead to well-

conceived, controllable systems. In fact, the systems are
exponentially output stabilizable under suitably strict assumptions
on the set of observations and control functions.
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Bifurcations of Flow Through
Plane Symmetric Channel
Contraction
Computational investigations have been performed into the behavior of an incompressible
fluid flow in the vicinity of a plane symmetric channel contraction. Our aim is to deter-
mine the critical Reynolds number, above which the flow becomes asymmetric with respect
to the channel geometry using the bifurcation diagram. Three channels, which are char-
acterized by the contraction ratio, are studied and the critical Reynolds numbers are
determined as 3075, 1355, and 1100 for channels with contraction ratios of 2, 4, and 8,
respectively. The cause and mechanism explaining the transition from symmetric to asym-
metric states in the symmetric contraction channel are also provided.
@DOI: 10.1115/1.1467643#

1 Introduction
There exist many practical applications in which the flow be-

havior downstream of a sudden geometric contraction is impor-
tant, with the non-Newtonian flow case being of particular inter-
est. Several investigations have been performed in order to
understand the incompressible flow downstream of a channel con-
traction, which is planar and is normal to the direction of the
channel wall. These investigations have been both experimental,
see, for example, Durst et al.@1#, and numerical, for example, the
works of Dennis and Smith@2#, Hunt @3#, Hawken et al.@4#, and
Huang and Seymour@5#. The above cited stream function-
vorticity analyses employed different ways of avoiding the infinite
vorticity at the sharp corners. Investigations into this channel flow
allow better understanding of flow separation, re-attachment and
recirculation, which are common features in engineering practice.
As a result, we conduct a parametric study by varying the Rey-
nolds numbers and the contraction ratios.

When conducting experiments for the flow downstream of a
plane, symmetric channel expansion, Cherdron et al.@6# and
Sobey@7# observed a larger recirculation region which appeared
preferentially at one wall of the channel, thus indicating the exis-
tence of a critical Reynolds number, Rec , above which the flow
becomes substantially different from that observed below this
value. When the flow is no longer symmetric about the centerline
of the channel, a process known as pitchfork bifurcation has been
found to occur. Under these circumstances, momentum transfer
proceeds between the fluid shear layers. This transfer in momen-
tum, in turn, causes a pressure gradient to form across the channel.
Such a pressure gradient may lead to an asymmetric flow. We
refer to this phenomenon as the Coanda effect@8#. Numerical
simulation of the contraction flow in geometrically symmetric
channels has been conducted mostly in a half domain@1–5#. In
this paper, we address the bifurcation flow in the full sudden con-
traction channel.

The remaining sections of this paper are organized as follows.
In Section 2, we present the modeling equations with which we
will work. This is followed by use of the finite volume discretiza-
tion method and the segregated solution algorithm. In Section 4,
we describe first the computational details and then the numerical
results, with emphasis on the effects of contraction ratio and the

Reynolds number on the flow asymmetry. Also, the mechanism
for the transition from symmetric to asymmetric states is pro-
vided. Finally, in Section 5, we provide concluding remarks.

2 The Mathematical Model
In the present investigation, we simulated the flow of an incom-

pressible fluid through a two-dimensional contraction channel.
Referring to Fig. 1, the centerline of the channel is positioned at
y50. The upstream channel height and the step height areD and
1/2(D2d), respectively. The channel height downstream of the
contraction isd, leading to a contraction ratioC5D/d. The gov-
erning equations for simulating this channel flow can be expressed
in vector form as:

u•¹u52¹p1
1

Re
¹2u, (1)

¹•u50. (2)

In the above equations,u andv are the components of the velocity
vectoru in the x andy directions, respectively, andp is the static
pressure. These primitive variables have been normalized by di-
viding u and v by the inlet mean velocity,Umean, and p by
rUmean

2 , wherer is the fluid density. The independent variables
are non-dimensionalized by the upstream channel heightD, lead-
ing to the Reynolds number, Re5rUmeanD/m, wherem denotes
the dynamic viscosity.

Upstream of the step plane, the fluid enters the channel at
x522.5, at which a fully developed velocity profile is prescribed
as u5(6(0.51y)(0.52y),0). The channel exit is considered to
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Fig. 1 The geometry and controlling lengths that can charac-
terize the flow reversal in the contraction channel
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be sufficiently far from the step to allow the flow to have a zero
gradient velocity profile. Given this assumption we prescribe zero
gradient velocity vector atx55. The no-slip velocity condition is,
as a usual, prescribed on the solid walls. In addition to accommo-
dating closure boundary conditions@9#, the presently employed
primitive-variable formulation can avoid dealing with the corner
singularity, which is encountered in the stream function-vorticity
formulation.

3 The Numerical Model
As the name of finite volume method indicates, working Eqs.

~1!–~2! are integrated in their respective finite volume, each of
which are associated with a particular primitive variable and is
placed on the centroid of the finite volume. A serious problem,
which has been encountered when simulating incompressible
Navier-Stokes equations, is checkerboard pressure oscillations. To
overcome this difficulty, field variables are stored at staggered
grids. Numerical simulation of incompressible Navier-Stokes
equations entails another instability, which is evident from the
oscillatory velocities, when dominated advective terms are dis-
cretized using centered schemes. The loss of convective stability
is particularly pronounced in multi-dimensional flow simulations.
To fix this problem, we have modified the QUICK scheme of
Leonard@10# and implemented it in non-uniform grids to resolve
this instability problem and avoid the false diffusion error. Dis-
cretization of other derivatives is performed using the centered-
scheme for revealing their elliptic characters. For a more detailed
representation of the nonuniform flux discretization, see for ex-
ample Chiang et al.@11#.

In solving the finite volume discretized equations for~1!–~2!,
we abandon the coupled approach due to the need for much more
disk storage space compared to the space needed when solving

these equations separately by the consistent SIMPLE~or
SIMPLE-C! solution algorithm@12#. Use of this algorithm has
been found to produce accurate results with a good rate of con-
vergence. The pressure field is solved using the pressure correc-
tion method. In the staggered meshes, there are no storage points
for the pressure at the domain boundary. As a result, specification
of pressure boundary conditions is not needed. The scheme
adopted here has been validated against analytic scalar transport
equation and Navier-Stokes equations to ensure accuracy in space.
The interested reader can refer to Chiang and Sheu@13#. In all the
cases investigated, the solution was said to have converged when
the globalL2-norm of pressure and velocity residuals reached a
value below 10215. Besides this stringent convergence require-
ment, it is also demanded that the relative difference of mass flux
between the inlet and other arbitrarily chosen cross sections be
less than 10210.

4 Numerical Results
In the present investigation, a computer code was run to simu-

late the fluid flow through three channels, each of which contains
a plane symmetric contraction. The channel geometry is charac-
terized by the dimensionless contraction ratioC52, 4, 8. Rey-
nolds numbers in the wide range of 0.1<Re<4000 for the case of
C52 and in the range of 0.1<Re<2000 for casesC54, 8 were
considered in order to allow us to study the Coanda effect. When
conducting a numerical simulation, it is important to obtain grid-
independent solutions. For this purpose, we will consider rectan-
gular Cartesian grids, which are overlaid uniformly on the region
of interest. For the case ofC52, grid sizes with Dx5Dy
51/20, 1/40, 1/80, 1/160, 1/320, and 1/640 were used in the grid
refinement study. We considered that grid-independent solutions

Table 1 The computed separation and reattachment lengths for the case of CÄ2
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had been obtained when the separation lengthL1 and reattachment
lengthsL2 andL3 , as schematically shown in Fig. 1, all differed
by less than 5% for two successive grids. The finer of the two
grids was then chosen to produce the solution.

Table 1 tabulates the computed lengths for flow conditions con-
sidered at Re51000 and 2000. For comparison purposes, other
numerical data@2–5# are also included in the table. It can be seen
that, for the channel withC52, the agreement between the data is
very good. Although very accurate solutions can be obtained, it is
fairly expensive to conduct all calculations in the finest grid,
which involves 1280 and 640 nodes along thex andy directions,
respectively. It is more appropriate to locally refine grids in the
region of the contraction and in regions near the solid wall. Use of
grids tabulated in Table 2 was shown to produce no observable
difference in the velocities obtained from the finest uniform grid.
Grid-A consumes only 1/60 of the grid points for the case with the
uniform grid size 1/640. In our computational results, more than
100 times the CPU time was saved due to grid reduction without
sacrificing the prediction accuracy. To show clearly that the solu-
tion indeed remains accurate, we plot the streamwiseu-velocity
profiles at severalx locations. It can be seen from Fig. 2~a! that
the streamwise velocities computed on the finest uniform grid
system for Re51000 compare very favorably with those com-
puted on the much coarser nonuniform Grid-A. Good agreement
is also observed for the case with Re52000 ~Fig. 2~b!!.

The following analysis was conducted on non-uniform Grid-A
to save disk space and CPU time. Two test conditions (C52,Re
5426) and (C54,Re51150), which were experimentally studied
by Durst et al.@1#, will be considered. As Fig. 3 shows, there is
good overall agreement between the computed and measured
streamwiseu-velocity profiles. A larger discrepancy is observed
immediately upstream and downstream of the contraction step, in
particular for the case withC54. A check whether this discrep-

ancy arises from non-convergent solutions, we plot in Fig. 4 con-
vergence histories against iterations. Solutions were considered to
be convergent as the global pressure and velocity residuals
reached a value of 10218. Having obtained the perfect conver-
gence of the solution, we may attribute the discrepancy between
the two-dimensional numerical solutions and three-dimensional
experimental data to the flow inz-direction, which is normal to the
plane of symmetry. It is worth reminding the reader that the ex-

Table 2 Grid details of Grid-A

Fig. 2 A comparison of u -velocity profiles computed on uni-
form and nonuniform grids for the case with CÄ2. „a… Re
Ä1000; „b… ReÄ2000.

Fig. 3 A comparison of the computed u -velocity profiles with
the experimental data of Durst et al. †1‡. „a… CÄ2, ReÄ426; „b…
CÄ4, ReÄ1150.

Fig. 4 The plot of residuals reduction, cast in L 2-norm, against
iteration numbers for dependent variables. „a… CÄ2, ReÄ426;
„b… CÄ4, ReÄ1150; „c… CÄ4, ReÄ2000; „d… CÄ8, ReÄ2000.
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perimental data of Durst et al.@1# were obtained in a channel,
which had a width of 18D. Showing this width is sufficiently deep
to allow the present comparison is beyond the scope of this study.
Three-dimensional investigation of this problem is left for future
studies.

4.1 Half-Domain Computation. Separation in a contrac-
tion channel can be characterized by the recirculation eddies at the
upstream salient corner and downstream tip corner. It is, thus,
important to select controlling parameters that could well charac-
terize the flow separation. We choose the separation lengthL1 and
re-attachment lengthL2 in a salient corner. While the tip corner
separation length existed, its value was too small to be considered.
Therefore, only the reattachment lengthL3 is considered in the tip
corner. Investigations are done by varying the Reynolds number
and the contraction ratio. To begin with, calculations from Re
50.1 to Re54000 forC52 and Re52000 forC54 and 8 were
carried on the half channel by imposing the symmetric boundary
condition at the centerliney50 in order to obtain symmetric so-
lutions. These validated half-domain solutions, as schematic in
Fig. 5, will be compared with those computed in the full channel
for clarifying the presence of bifurcation solutions.

The separation/reattachment lengthsL1 andL2 of the upstream
salient corner eddy are plotted logarithmically against the Rey-
nolds number as shown in Fig. 6. Included in this figure are nu-
merical solutions of Hawken et al.@4# and Dennis and Smith@2#
for casesC52 and 4. It is shown thatL1 tends to have a constant
value, which is smaller than that ofL2 as Re decreases from 100

to 1021. As Re.100, lengthsL1 and L2 are prone to decrease,
with the lengthL2 being largely decreased. This implies thatL1

has a tendency to reach the value ofL2 as Re approaches to 101.
A further increase of Re causesL1 to have a value larger thanL2 .
When the Reynolds number is further increased up to 102, both
lengthsL1 andL2 increase with Re. TheL1 increases at a larger
slope. When the Reynolds number becomes larger than 101, L1 is
still larger thanL2 .

The downstream tip corner eddy becomes visible as the Rey-
nolds number increases up to Re;102. The results shown in Fig.
7 reveal that the tip corner reattachment lengthL3 varies linearly
with the Reynolds number according toL35a* Re2b, where

Fig. 5 A comparison of the presently computed vorticity z
Ä„v ÕxÀu Õy … with that using the stream function-vorticity
formulation for the case of CÄ2 and ReÄ1000. „a… Vorticity
contours near the tip corner; „b… vorticity distribution along the
downstream channel roof Õfloor.

Fig. 6 A comparison of separation Õreattachment lengths of
upstream salient corner eddy between the present calculation
and other numerical data for CÄ2, 4, 8 at different Reynolds
numbers. „a… Separation length L 1 ; „b… reattachment length L 2 .

Fig. 7 The plot of reattachment lengths L 3 of downstream tip
corner eddy against Reynolds numbers. „a… CÄ2; „b… CÄ4; „c…
CÄ8.
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(a, b)5(0.33631023,0.109), (0.40131023,0.056) and (0.258
31023,0.032) forC52, 4 and 8, respectively. Note thatL3uC54
.L3uC58.L3uC52 when Re,1000. As the Reynolds number be-
comes larger than 1000, the trend is reversed forC52 and 8.
Under these circumstances,L3uC54.L3uC52.L3uC58 .

4.2 Full-Domain Computation. For clarifying the presence
of the well-known pitchfork bifurcation in contraction channel,
we conducted analysis on the entire channel. To provide a mea-
sure of flow asymmetry, we subtract the half-domain solutions
from the full-domain solutions for the lengthsL1 , L2 , and L3 .
The resulting lengthsDL1 , DL2 , and DL3 are normalized by
those obtained on the basis of half-domain analysis. We tabulate
Li and DLi /Li ( i 51,2,3) by varying the Reynolds number and
the contraction ratio in Table 3. The results reveal that when the
value of Re is lower than 2800, 1200, and 1000 forC52, 4, and
8, respectively, there exists a stable flow in which the recirculating
eddies have the same size on the roof/floor of the channel. Under
the circumstances, solutions compare favorably with half-domain
solutions in the sense that the difference between two sets of data
is less than 0.1% for lengthsL1 and L2 and 1% for lengthL3 .
This is not the case as Re continuously increases, in particular for
the reattachment lengthL3 . The difference between half- and full-

domain calculations can be as high as 1% forL1 andL2 and over
20% forL3 as the value of Re is larger than 3200, 1400, and 1200
for C52, 4, and 8, respectively.

Note that the critical Reynolds numbers for pitchfork bifurca-
tion fall into the ranges of 2800,Re,3200, 1200,Re,1400,
and 1000,Re,1200 forC52, 4, and 8, respectively. The larger
the contraction ratio, the easier the bifurcation sets in. In this
study, we plot the value ofL3 on the channel roof/floor from
solutions computed in the full channel to determine critical Rey-
nolds numbers. We then determine the intersection point of the
resulting parabola, as shown in Fig. 7, with the line computed
under the half-domain calculations. The critical Reynolds num-
bers are obtained as 3080, 1350, and 1100 for channels withC
52, 4, and 8, respectively. To confirm the bifurcated solutions are
indeed the convergent solutions, we plot in Figs.~4c! and~4d! the
residuals against iterations for flows with Re52000 in channels
with C54 and 8, respectively.

When the Reynolds number is larger than its critical value, it is
seen from Fig. 8 that the streamwiseu-velocity profiles become
asymmetric with respect to the centerline, with the detached flow
being directed toward either one of the channel wall. The stream-
line plots show that one recirculation region immediately down-
stream of the tip vortex becomes larger at the expense of the other.

Table 3 The computed separation and reattachment lengths. „a… The computed sym-
metric solution in a half-channel. „b… and „c… reveal bifurcated solutions, in percent-
age difference relative to „a…, in the full-channel computation.
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Since the flow pattern is asymmetric with respect to the channel
centerline, a process known as bifurcation occurs. Under this cir-
cumstance, momentum transfer between the fluid shear layers sets
in. The momentum exchange in the direction from the larger eddy
to the smaller eddy leads to a shear layer at one boundary of the
channel. The roof~smaller! eddy acquires momentum at the ex-
pense of the other floor boundary layer. As a result, a pressure
gradient is formed across the channel. As Fig. 9 shows, the pres-
sure distribution can cause the asymmetric flow to occur. When
the Coanda effect occurs, the shear layer with the greater momen-
tum attaches to the channel wall more rapidly than does the layer
with less momentum. We can say in mathematical terms that bi-
furcation occurs and multiple stable solutions to the Navier-Stokes
equations may coexist@14#. Here, we provide readers a clear pic-
ture of asymmetric solutions for the primary velocity component
u, pressurep and their derivatives with respect tox andy. Figure
10 plots solutions at the streamwise locationx50.1 for the flow
with Re52000 in a suddenly contracted channel withC54.
Clearly seen from this figure is that the computed convergent
solution does show flow asymmetry. An increased velocity is in
company with a decreased pressure.

Other measures of the flow asymmetry and the critical Rey-
nolds number can be obtained by computing the asymmetry-
energy, I 5*0

xmaxn2uy50dx, along the centerline of the channel. It
can be seen from Fig. 11 the bifurcation diagram, obtained on the
basis of the asymmetry-energy, that the value ofI is a nominal
zero below the critical Reynolds number. Above the critical Rey-
nolds number, at which the so-called pitchfork bifurcation ap-
pears, the flow apparently becomes asymmetric in the sense thatI
increases by a factor of 102;103 times of that below the critical
value. At the critical points seen in Fig. 11,dI/d Re takes the
maximum value. This implies that ahead of the critical point
d(dI/d Re)/d Re,0 while behind the critical point
d(dI/d Re)/d Re.0. The critical Reynolds numbers determined in

this way are 3070, 1360, and 1100 for channels withC52, 4, and
8, respectively. A comparison of Figs. 7 and 11 reveals that critical
Reynolds numbers determined by the above two means are, in
essence, identical. It can be concluded that Re53075, 1355 and
1100~obtained from the mean value of two criteria! are the criti-
cal Reynolds numbers for channels withC52, 4 and 8, respec-
tively. For further confirming of the validity of these critical Rey-
nolds numbers, we have specified a slightly asymmetrical initial
velocity at the channel inlet by increasing and decreasing the
streamwise velocity by 1% at the upper and lower parts of the
inlet velocity profile. Based on the critical Reynolds numbers,
namely, 1355, 1100, for channels withC54 and 8, we have con-
sidered Re51300 and 1050 to check the influence of asymmetric
inlet flow on the flow asymmetry. Given 1% inlet asymmetry in
velocity profile, the downstream asymmetry inL3 is about 1% for
the case of Re51050 andC58. For the case of Re51300 and
C54, 1% asymmetry in inlet velocity causes only 0.5% differ-
ence in the downstream lengthL3 . This indirectly justifies the
obtained critical Reynolds numbers.

As pointed out in the work of Darbandi and Schneider@15#, the
peak value of the downstream streamwiseu-velocity profile does
not occur at the centerline of the channel. Take the case ofC
58 as an example; overshoots in the velocity profile can be ob-
served for Re5500 and 1000, as seen in Fig. 12, owing to the flow

Fig. 8 The plot of streamlines and u -velocity profiles to reveal
the presence of Coanda effect. „a… CÄ2, ReÄ4000; „b… CÄ4,
ReÄ2000; „c… CÄ8, ReÄ2000.

Fig. 9 The plot of pressure contours to reveal the pressure
gradient setup in the channel. „a… CÄ2, ReÄ4000; „b… CÄ4,
ReÄ2000; „c… CÄ8, ReÄ2000.
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separation from the channel roof and floor. In the light of conser-
vation principle, the flow velocity must be increased in regions
adjacent to flow separation to conserve the mass. This overshoot-
ing velocity diminishes as the flow gradually develops into the
fully developed profile.

4.3 Mechanism Leading to Transition From Symmetric to
Asymmetric States. How a flow evolves from symmetric to
asymmetric states in a symmetric channel has been a subject of
academic importance for many years. Recently, Hawa and Rusak
@16# provided a physical mechanism to explain the transition of
laminar flows from symmetric to asymmetric equilibrium states in
a symmetrically expanding channel. They pointed out that the
stability mechanism is a result of the interaction between the de-
stabilizing upstream convection effects by the asymmetric pertur-
bation and the combined stabilizing effects of the viscous dissipa-
tion and the downstream convection of perturbations by the base
symmetric flow. We believe, however, that the observed asymmet-
ric disturbance originates from imperfections, such as any sort of
asymmetries in the channel geometry and the incoming flow con-
ditions in the experiment.

In this paper, we provided a numerical mechanism to explain
the transition from symmetric to asymmetric states in a symmetric
contraction channel. The errors intrinsic to the nature of the com-
puter itself happen because any computer has a finite precision.
Many floating-point numbers cannot be represented exactly when
the representation uses a number base 2 on digital computers. As
a result, these values must be approximated by one of the nearest
representable values; the difference is known as the machine
round-off error. Unlike the real system in algebra, which is con-
tinuous, a floating-point system in computer has gaps~spacing!
between each number. Because the same number of bits is used to
represent all normalized numbers~the fractional part!, the smaller
the exponent the greater the density of representable numbers and

the smaller the spacing between two consecutive numbers@17#.
This implies that the results of~0.2-0.1! and~1.2-1.1! are different
in computer arithmetic even though these quantities are algebra-
ically equal. While the machine round-off errors and/or the spac-
ing between two consecutive numbers, an analogy to the experi-
mental surface roughness, are static in nature, they are
asymmetrically distributed.

Due to the inevitable cancellation error~i.e. the error in adding
a series of numbers with terms in decreasing order! and subtrac-
tive cancellation error~i.e., the error in subtracting two nearly
equal numbers with the same sign!, the associative and distribu-
tive laws are no longer valid in floating-point arithmetic@18#,
implying that arithmetic in computer is direction-biased. It is,
thus, impossible to retain the computational symmetry. The solu-
tions computed from the channel roof/floor to the symmetry-plane
may not be equal to those computed from the symmetry-plane to
the channel floor/roof~even though they are algebraically equal!.
In addition, the employed alternating direction implicit~ADI ! so-
lution algorithm is asymmetric in the implementation. When the
Reynolds number is fairly low, any asymmetric disturbance may
be decayed by viscous dissipation and the flow symmetry can be
stably maintained. As the Reynolds number is increased, the sym-
metric flow is less stable and the resulting discrete system may
become ill conditioned. Such a system is very sensitive to small
changes in input and produces large changes in the output, owing
to the propagation of small errors into increasingly larger ones. At
high Reynolds numbers, the resulting asymmetries, while fairly
small, will propagate and grow and, finally, cause the asymmetric
solutions to occur. According to the works of Hawa and Rusak
@16#, as the asymmetric disturbances grow in time for the Rey-
nolds number beyond its critical value, the combined convection
effect of the vorticity perturbation by the axial velocity perturba-
tion creates a stabilizing influence that stops the growth of the

Fig. 10 An illustration of asymmetric solution profiles com-
puted at xÄ0.1 for the case with Re Ä2000 and CÄ4. „a… u ; „b…
u Õy ; „c… u Õx ; „d… p ; „e… Àp Õy ; „f… Àp Õx .

Fig. 11 The plot of asymmetry-energy values against Rey-
nolds numbers in channels of different contraction ratios. „a…
CÄ2; „b… CÄ4; „c… CÄ8.
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perturbation and establishes the asymmetric steady state. In con-
clusion, we believe that the asymmetric error, originated from
uneven REAL-representation in computer and from the use of the
direction-biased computation, causes the transition from symmet-
ric to asymmetric states to occur in the presently investigated
contraction channel.

5 Concluding Remarks
Computational investigations have been performed to study

flow bifurcation in the symmetric planar contraction channel. The
results obtained at different channel contraction ratios and Rey-

nolds numbers clearly confirm that the pitchfork bifurcation can
be present. Our finding is that asymmetric solutions, manifested
by unequal tip corner reattachment lengths at the channel floor/
roof, can be stably maintained in cases when the Reynolds num-
ber exceeds its critical Reynolds number. Another way to deter-
mine the critical Reynolds number is to plot the asymmetry-
energy along the centerline of the channel for each investigated
Reynolds number. Mechanism leading to bifurcated solutions is
also provided.
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The Effect of Uniform Blowing on
the Flow Past a Circular Cylinder
This work describes blowing through the whole surface of a porous circular cylinder for
the control of the near wake dynamics and the thermal protection of the surface. The flow
past the cylinder is numerically studied and the blowing is modeled. Comparisons with
experimental data are used for validation. It is shown that the blowing tends to increase
the boundary layer thickness, to promote its separation and to decrease the viscous drag
induced. Similarly, the convective heat transfer is lowered, and in the case of a noniso-
thermal blowing, the surface is very effectively protected from the hot free stream flow.
The near wake is also affected. The vortex shedding frequency is shown to decrease when
blowing occurs and a qualitative model is presented to identify the different
mechanisms.@DOI: 10.1115/1.1467919#

1 Introduction
The study of bluff-body flows has been a subject of interest for

several decades and has received a considerable amount of work
since the pioneering studies of Strouhal@1# who observed the
vortex shedding from a cylinder. Because of its conceptual sim-
plicity, it is used as a reference case for the test of fluid mechanics
theories or new numerical methods. Nevertheless, the physical
problem, which involves boundary layer separation, re-
attachment, shear layers, recirculating flows and vortex shedding,
is complex and has been addressed by many authors who have
shed light on several aspects including drag crisis, recirculating
bubbles behavior, onset of the three-dimensionality, end effects,
base pressure or wake instability properties. Zdravkovich@2#, as
well as Williamson@3#, provides the reader with a rich review of
all related phenomena. Most of the investigations were experi-
mental, using various techniques such as hot-wire anemometry,
Particle Image Velocimetry, shadowgraph/schlieren systems and
more recently Laser Doppler Anemometry and phase-averaging.
Until the last thirty years, numerical research was only feasible
with a manual solution of the Navier-Stokes equations@4–6#,
which limited the simulations to very low Reynolds numbers.
Theoretical models were the most efficient way of predicting the
flow properties. Nevertheless, the drag and the base pressure be-
havior in the steady regime (Re,49) were correctly reproduced.
Since the seventies, powerful computers steadily allowed for
higher complexity, and higher Reynolds number solutions. The
unsteady behavior@7,8# and the onset of the three-dimensionality
@9–11# were successfully simulated. Today, numerical computa-
tions give valuable insights in phenomena difficult to investigate
experimentally such as the vorticity field or the three-dimensional
modes~see@12–18# for a rich overview! and can even predict new
phenomena~mode C@19#!.

The wake dynamics control is of primary interest for the fun-
damental knowledge of phenomena attached to the vortex shed-
ding and has received a great deal of work in recent years because
of its wide range of applications: vibration control, dynamic stall,
lift and drag control, reduction of acoustic phenomena~@20–23#
among many others!. The onset of vortex shedding and its fre-
quency can be shifted and even suppressed by a very small intru-
sive cylinder located in the near wake of the bluff body to be
controlled@24#, or by forcing the cylinder to oscillate and with the
use of the lock-in effect@25–28#. Other ways to achieve the sup-
pression of the shedding are heating of the cylinder surface to
modify the local flow properties@29,30# or the use of localized

discrete steady or unsteady blowing or suction to change the cir-
culation around the bluff body or the pressure distribution along
its surface @31–38#. Finally, external excitation through loud-
speakers driven by a control probe located in the wake in open or
closed-loop scheme can also be used@39#.

Still, work remains to be carried out on the wake dynamics
control. In particular, a secondary fluid injection through a solid
surface has received relatively little attention in the past. Most
research has been concerned with flat plate configurations, mostly
for thermal protection purposes@40#. The circular cylinder with
blowing was investigated through the pioneering experimental
work of Johnson and Hartnett@41#, while Eckert and Livingood
@42# derived a theory, based on similarity to wedge flows, for the
prediction of the convective heat transfer coefficient along an ar-
bitrary bluff body surface. Most studies on wall protection deal
with the technique of film cooling or discrete injection through
holes. Nevertheless, it has long been known that blowing through
a porous matrix is much more efficient than film cooling in terms
of coolant flow rate required for the same thermal protection@43#,
though some additional difficulties~affordable pressure drop! are
to considered.

To our knowledge, no case of blowing through a porous cylin-
der with heat transfer has been studied. In this work, we will
consider a flow around a porous circular cylinder, with a Reynolds
number varying from 10–7000, based on the outer cylinder diam-
eter and upstream properties, allowing for a study in laminar and
turbulent regimes. The temperature of the main flow can vary
from ambient to 200°C. A numerical approach is used in this work
and the blowing through the porous wall is modeled. When pos-
sible, comparisons with data in the literature and experimental
work has been done to validate our numerical results.

The configuration studied is shown in Fig. 1. The porous cyl-
inder is in a cross-flow, and the blowing is normal to the surface
and applied all along the cylinder wall. In this paper, we are in-
terested in a 2-D configuration, even if 3-D effects are known to
occur in this range of Reynolds numbers~@3,13,44–46#, among
many others!. Three-dimensional modes are beyond the scope of
this study and we only focus on the blowing influence on the
dynamics and the thermal behavior in the attached boundary layer
and the near wake of the circular cylinder in crossflow since 3-D
simulations have shown that the blowing influence is essentially a
2-D phenomenon. After the numerical methods and the blowing
model are presented in Section 2, the steady regime is investigated
in Section 3 through the study of the recirculating region and its
dependence on blowing. Next, the unsteady regime is considered
in Section 4, and the dynamical and thermal profiles are presented.
The blowing impact on the surface temperature and the forces
acting on the bluff body are also addressed. The dynamics are
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studied through the vortex shedding frequency evolution and a
qualitative model is used for predicting the shedding frequency
through the near wake study.

2 Physical and Numerical Model of the Blowing

2.1 Numerical Approach. A 2-D finite-volume Navier-
Stokes solver for both structured and unstructured grids was ap-
plied. Extensive grid resolution tests were conducted to check the
grid validity. More than twenty different meshes were used with
various features including node density, computational domain ex-
tent, cell types, and grid structure. The cell number around the
cylinder surface was varied from 80–3000 and no significant
changes in fundamental results, such as in the Strouhal number or
the boundary layer separation angle, occurred. Particular attention
was paid to cells’ skewness and grid smoothness.

The grid finally retained for most computations is shown in Fig.
2. This choice is based on CPU time requirement, comparisons
with experiments for global parameters whenever possible and
physical considerations on boundary layer evolution criteria. It
consists in a 50,000-triangular cell unstructured grid, which al-
lows the grid density to easily vary compared to quadrilateral
cells. This represents the best trade-off between result accuracy
and running time. Computational domain is approximately 5D
long upstream of the cylinder axis and 15D downstream, withD
the cylinder diameter. The width is 10D leading to a blockage
ratio of 10%. The domain extent has been chosen to keep the
blockage ratio and the number of cells to a reasonable level and to
allow comparisons with experimental data obtained from our wind
tunnel~see@46#!. Nevertheless, some particular results have been
checked using some other meshes to ensure result independence
from the numerical grid. The blockage phenomenon, the compu-
tational domain extension, and the inlet/outlet boundary condi-
tions were varied and an extended mesh comprising 242,000 cells,
55 D long, 21D wide and 4.8% blockage ratio was also tested.
The blowing phenomenon has also been simulated to an actual
scale, meshing down to the actual pore size, 30mm wide, leading

to more than 3000 cells along the cylinder surface and 165,000
cells for the entire mesh. Again no difference could be noted.

The numerical results are obtained using a general-purpose
RANS code~Fluent!. The code was run on several platforms. For
some machines, the measure of sustained performance on a large
linear algebra problem is indicated@47,48#. A DEC PWS clocked
at 433 MHz ~588 MFlops!, featuring 192 Mo in RAM and a
bi-Pentium III 550 MHz PC with 512 Mo of RAM were used
leading to a CPU time requirement for a turbulent nonisothermal
unsteady case of the order of 120 seconds per time step or 10 days
for a complete simulation from a uniformly initialized field. A
cluster of DEC 4100 workstations clocked at 400 MHz~9.5
GFlops! was also used, allowing for efficient parallel processing.
Finally, a CRAY T3E superscalar computer~112 GFlops!, with
256 EV5 processors was also used for large scale computations.

Specified static pressure and turbulence properties are applied
at the inlet, whereas a specified mass flow rate is imposed at the
outlet. Although the latter is not a nonreflective boundary condi-
tion, it was checked not to cause upstream disturbances. In par-
ticular, the Strouhal number evidenced no change compared to a
case where the growing vortex street has not reached the numeri-
cal domain exit yet. Lateral boundary conditions are defined as
symmetric planes. Again, wall boundary~i.e., no slip! conditions
for the lateral surfaces lead to no change on the global parameters
such as the Strouhal number, but the lateral growing boundary
layers make the blockage ratio increase slightly. The cell density
in the immediate vicinity of the cylinder was set to ensure the
boundary layer would be accurately resolved, i.e., at least six cells
must be located within.

The governing equations are solved on a triangular staggered
grid. Convection terms are evaluated using an upwind second-
order scheme, and the diffusion terms using a central second order
formulation. This discretization scheme applies to all variables
including the Reynolds stresses. For Reynolds numbers below 49,
the simulations lead to a steady flow and two recirculation bubbles
occur at the rear of the cylinder. Above Re549, the flow becomes
unsteady and the computations are carried-out using the unsteady
Navier-Stokes formulation. The time discretization scheme is
second-order implicit accurate with the time step adjusted to get
more than 800 time steps per shedding period, leading to a non-
dimensional time stepdt* , defined asdt* 5dtU` /D, of the order
of 3.1023. Tests carried-out with 2000 time steps per Strouhal
period led to identical results. Twenty iterations were typically
imposed between each time step to ensure that all variable resi-
dues decrease at least by a factor of 50 within the time step and
reach a steady level. Pressure-velocity coupling was achieved us-
ing the SIMPLEC algorithm@49#. Additional tests on the numeri-
cal modeling involved a double-precision simulation, allowing for
very low residues. Computations were run until at least 10 periods

Fig. 1 Schematic of the studied configuration.

Fig. 2 Grid used for most computations: 50,000 cells, triangular mesh, 20 D long and 10 D
wide.
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of shedding occurred after the initial transition time and the vortex
shedding was monitored by plotting the velocity at a point arbi-
trarily located within the wake as a function of time.

2.2 Computational Methods

2.2.1 Governing Equations.To solve the flow, including
heat transfer, the time-dependent continuity, Navier-Stokes and
energy governing equations were used:
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with U the instantaneous velocity,H the specific enthalpy,P the
instantaneous pressure,r the density,l the thermal conductivity,
andt i j the stress tensor given by
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wherem is the molecular viscosity.
Using the Reynolds decompositionG5G1g, the turbulence is

treated with a Reynolds Stress Model~RSM! and a low-Reynolds
number approach accounting for wall effects. The low-Reynolds
number model accounts for the nonequilibrium between produc-
tion and dissipation of the turbulent kinetic energy within the
boundary layer. The exact Reynolds stress transport equation is as
follows
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The turbulent diffusion is modeled using a simplified gradient-
diffusion model of Daly and Harlow@50# as follows:
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The turbulent viscosity is given bym t5rCmk2/e with Cm
50.09, k the turbulent kinetic energy given by the trace of the
Reynolds stress tensor (k51/2uiui) and e the turbulent kinetic
energy dissipation rate defined as

e5n
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and computed with a model transport equation similar to that of
the standardk-e model.

Applying the generalized gradient-diffusion model, Lien and
Leschziner@51# derived a value ofsk50.82 for the turbulent
Prandtl number fork. For the pressure-strain, the model proposed
by Gibson and Launder@52#; Fu et al.@53#, and Launder@54,55#
is used. It reads:

pS ]

]xj
ui1

]

]xi
uj D5F i j ,11F i j ,2 (8)

where F i j ,1 is the so-called ‘‘return-to-isotropy’’ term andF i j ,2
the ‘‘rapid pressure-strain.’’F i j ,1 is modeled as

F i j ,152C1r
e

k S uiuj2
2

3
d i j kD (9)

while the rapid pressure-strain term is modeled as

F i j ,252C2F ~Pi j 1Fi j 1Gi j 2Ci j !2
2

3
d i j ~P1G2C!G

(10)

wherePi j , Fi j , Gi j andCi j are, respectively, the stress produc-
tion, the production by system rotation, the buoyancy production,
and the convection term of the Reynolds stress transport Eq.~5!.
P51/2Pkk , G51/2Gkk andC51/2Ckk .

In the low-Reynolds approach chosen,C1 andC2 are specified
as functions of the Reynolds stress invariants and the turbulent
Reynolds number, according to the suggestion of Launder and
Shima@56#:

C15112.58AAA2@12e2~0.0067 Ret!
2
#C250.75AA (11)

with the turbulent Reynolds number defined as Ret5rk2/(me). The
parameterA and the tensor invariantsA2 andA3 are

A5F12
9

8
~A22A3!G A25aikaki A35aikak jaji . (12)

ai j is the anisotropic part of the Reynolds stress tensor defined as

ai j 52S 2ruiuj1
2

3
rkd i j

rk
D (13)

2.2.2 Boundary Conditions Treatment.The near wall model-
ing consists of a low Reynolds number approach. The viscosity-
affected near-wall region is resolved all the way down to the vis-
cous sublayer. The whole domain is subdivided into a viscosity-
affected region and a fully-turbulent region, whose demarcation is
determined by the wall-distance-based, turbulent Reynolds num-
ber Red , defined as Red5rAkd/m whered is the normal distance
from the wall at the cells centers.

In the fully turbulent region,i.e., Red.200, the RSM model is
employed, while in the viscosity-affected near-wall region (Red
,200), the one-equation model of Wolfstein@57# is used. The
momentum andk equations are retained, but the turbulent viscos-
ity, m t , is computed fromm t5rCmAklm . Thee field is computed
from e5k3/2/ l e . The length scales that appear are computed from
@58#

l m5cly@12e~2Red /Am!# (14)

l e5cly@12e~2Red /Ae!# (15)

The constants arecl5kCm
23/4, Am570, Ae52cl wherek is the

von Kármán constant (k50.42).
For convenience, all time-averaged quantities are hereafter de-

noted with a capital letter, omitting the overline.

2.3 Physical Models of a Porous Cylinder Submitted to
Blowing. We are here interested in modeling the blowing
through a porous circular cylinder in crossflow. It occurs through-
out the whole surface of the cylinder, the injection being uniform
and normal to the porous wall. Two models were developed to
take into account the blowing through the porous material and its
impact on the outer flow. In these two models, we directly model
the physical phenomena, which take place when blowing occurs
instead of introducing additional terms in the flow equations or the
wall functions@59–65#.
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In the first model, hereafter denoted the holes model, the porous
surface is considered as a succession of wall segments and holes
through which the blown fluid flows. This is supposed to model
the physical phenomena as close as possible where the secondary
fluid flows through tiny pores. The size of these segments and
holes has to be small enough to correctly represent the porous
matrix and must be in the same proportion as the considered po-
rosity. This model has been tested and validated in the case of a
flat plate @40#. However, it should be noted that it leads to a
discontinuous boundary conditions modeling with successive wall
and velocity inlet conditions. The number of cells within a pore
and a wall segment was varied from 1–3 and from 2–6, respec-
tively, and resulted in no appreciable difference in any character-
istic of the boundary layer profiles, vortex shedding frequency or
wall temperatures. As mentioned above, a mesh scaled on the
physical reality with numerical holes of the same size than the
actual pores, was used. This mesh features more than 3000 cells
along the cylinder periphery and these tests showed no change in
results, allowing a reduction of the refinement degree of the nu-
merical simulations. Nevertheless, as the phenomena linked to a
flow around a cylinder involve higher gradients than in the case of
a flat plate where the model has been validated, another blowing
model was also developed. It has no discontinuities and consists
in sources set immediately above the whole impermeable cylinder
surface, which account for the blowing impact on the outer flow
from the cylinder. These sources have a momentum, mass, and
heat source components, adjusted to reflect the actual secondary
flow. The momentum direction in each cell is set so that it remains
normal to the wall all along the cylinder periphery. As will be seen
below, the two models give similar results, allowing us to use the
most appropriate for the type of results to be obtained.

3 Steady Regime

3.1 Recirculation Bubbles. For Reynolds number below
49, the flow around a circular cylinder is steady and remains sym-
metric. Vortex shedding or flow oscillations do not occur at any
time and this steady behavior allows us to study the influence of
the blowing without having to account for unsteady aspects.

The influence of the blowing on recirculation bubbles is studied
in terms of length and shift, as a function of the blowing ratio,F,
defined as

F5
r in jUin j

r`U`
(16)

wherer is the density,U the velocity, subscriptin j refers to the
injected fluid, and̀ to the main fluid. Initial studies for validation
purposes were done for no-blowing cases. It is well-known that
recirculation bubbles grow linearly in length when the Reynolds
number increases@65–69# until their length is large enough for
their equilibrium to become unstable.

From Fig. 3, it is shown that the bubbles grow linearly with the
Reynolds number and that this growth is correctly reproduced and
collapses well with experimental data from literature. The length,
Lb ~see Fig. 4~b! for definition!, is taken to be the distance be-
tween the front and the rear stagnation point of the bubble as
clearly seen in Fig. 4~a!. No recirculation length is presented for
higher Reynolds numbers as the flow is then unsteady and time-
averaged bubbles are meaningless. When blowing is applied, the
bubbles are pushed away from the back of the cylinder as can be
seen from Fig. 4~b!. They are separated from the cylinder and the
blown air impacts on the bubbles and has to flow vertically, either
upwards or downwards. Figure 5 shows the evolution of the
bubble shift ~S/D, see Fig. 4~b!! when injection increases for
different Reynolds numbers.S is defined as the distance from the

Fig. 3 Recirculation bubbles length evolution with the Rey-
nolds number without blowing.

Fig. 4 Recirculation bubbles at Re Ä40. „a… FÄ0 %, „b… FÄ5 %.
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rear point of the cylinder to the front bubble stagnation point. It
grows approximately linearly with the blowing rate but is inde-
pendent of the Reynolds number. This shift is due to a change in
the rear stagnation point location, set by a momentum equilibrium
criterion between the blown fluid and the recirculating flow.

At the rear bubble stagnation point, the blown air and the recir-
culating flowx-momentum moduli are equal. A simple qualitative
theory can be derived to deduce the bubble location evolution. In
an inviscid flow and neglecting the pressure forces, the momen-
tum balance of the secondary fluid leads to a momentum along the
downstream symmetry axis which decreases as 1/x if one ex-
cludes interactions with the primary flow. Hence, the secondary
fluid x-momentum at a streamwise distancex reads,

~rU!x5
Rr in jUin j

x

x

ixi
, x>R ~cylinder radius! (17)

while the recirculating flowx-momentum is

~rU!recirc52~ar`1~12a!pin j !gU`

x

ixi
(18)

where the recirculating bubble temperature is comprised between
the main and the secondary flow temperature, (aP@0;1#) and the
constantg is positive as the recirculating velocity is assumed to be
proportional toU` , i.e., Urecirc5gU` .

At the rear stagnation point, equilibrium along thex direction
thus implies

~rU!x1~rU!recirc50 (19)

or, coming from the blowing parameter definition,F, the equilib-
rium condition reads

RFr`U`

x
2gU`~ar`1~12a!r in j !50 (20)

or,

x5
RFr`

g~ar`1~12a!r in j !
. (21)

For an isothermal case, the rear bubble stagnation point location
thus shifts downstream linearly with the injection rate and does
almost not depend on the Reynolds number~it has been checked
thatg is only a slightly increasing function of the Reynolds num-
ber!. When the main flow gets hotter than the secondary flow, for
a constant injection ratio,a remains roughly constant, whiler`
decreases, and the bubble tends to get closer to the cylinder. This
is qualitatively confirmed in Fig. 6 where the temperature of the
primary flow was varied from ambient~isothermal case! up to
200°C for three Reynolds numbers~20, 30, and 40!, while the
coolant temperature and the blowing ratio remained the same. It is
observed that the shift indeed tends to decrease with a hotter main
flow, in full agreement with the qualitative model. However, dif-
ficulties in deriving a model for thea and g constants, and the
coarse hypotheses retained, prevent quantitative comparisons.

3.2 Streamlines. Figure 7 exhibits a magnified view of the
streamlines of the flow blown from the upstream part of the cyl-
inder only. Figure 7~a! is plotted using the holes model while Fig.
7~b! uses the sources model. Both figures perfectly collapse, dem-
onstrating that the two models similarly account for the impact of
the blowing on the dynamical behavior of the attached boundary
layer. It also shows that upstream stream lines, i.e., the upstream
flow, are pushed away from the cylinder surface, which illustrates
the phenomenon of protection due to blowing. The cylinder is thus
isolated from the outer flow by a blowing issued fluid layer.

The only difference between the flow computed from the two
models lies in the immediate vicinity above the surface. In the first
cell, the streamline direction is not exactly the same for the two
models. This is a result of the blowing model. With the holes
model, the phenomenon is thought to be as close as possible to the
physical reality, where a secondary fluid flows from below the
surface and is then governed by the Navier-Stokes equations. On
the other hand, the sources model does not consider any second-
ary flow, but applies a momentum and mass source immediately
above the surface. Numerically, this leads to an immediate mixing
of the upstream with the flow from sources in the first cell while
this is not the case with the holes model where the mixing occurs
gradually, as imposed by the fluid equations.

Nevertheless, these small differences are not of primary interest
as we are concerned with the general impact of the blowing and
not in the exact phenomenon occurring in the immediate vicinity
of the wall by the mixing of the two flows. In this work, the aim
is to predict the velocity and temperature profiles evolution with
blowing or phenomena occurring relatively far from the wall. The
two models were used to determine and to study various param-
eters, and no significant differences were observed in these quan-
tities. Consequently, for sake of convenience, most of the results
will be presented with the sources model.

4 Unsteady Regime
When the Reynolds number value increases beyond around 50,

the global instability growth rate becomes positive and leads to
the vortex shedding phenomenon, called the Be´nard-von Kármán
vortex street. Simulating this flow configuration requires an un-
steady formulation of the Navier-Stokes equations, leading to
much larger computation times. The emphasis is put on the modi-
fication of the vortex shedding process due to blowing and on the
thermal and dynamical wake evolution.

The blowing impact on the critical Reynolds number is far be-
yond the scope of this study. To allow for direct validation from

Fig. 5 Evolution of the bubble shift with blowing for different
Reynolds numbers. d, ReÄ20; j, ReÄ30; m, ReÄ35; l,
ReÄ40.

Fig. 6 Evolution of the bubbles shift with the free stream tem-
perature for different Reynolds numbers FÄ5 %; TinjÄ20°C. d,
ReÄ20; j, ReÄ30; m, ReÄ40.
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experiments which Reynolds number range is Re
P@3900;31,000# and for sake of brevity, only results at a Rey-
nolds number of 3900 are presented.

4.1 Vorticity in the Near Wake. Figure 8 shows a snapshot
in time of the vorticity contours at the same phase for a turbulent
case without~Fig. 8~a!! and with blowing~10%, Fig. 8~b!!. The
contours without blowing are in qualitative agreement with the
experimentally obtained photograph for a similar flow~e.g., van
Dyke @70#!. The vorticity magnitude scale is the same for both
figures allowing for direct vorticity level comparison. As will be
seen in following sections, the blowing tends to lower all gradi-
ents and makes the vorticity magnitude dramatically decrease in
the attached boundary layer as seen from the white region within
the boundary layer. A certain amount of vorticity is also present at
the immediate rear of the cylinder demonstrating the presence of

strong recirculating flows. When blowing occurs, this rear vortic-
ity region almost separates from the cylinder and rapidly decays.
As will be seen later, the static pressure defect is lower in case of
blowing and this effect causes the formation region to increase as
clearly illustrated in this figure, where the growing vortex is
shifted further away from the back of the cylinder in case of
blowing ~Table 1!.

4.2 Impact on the Force Coefficients. Due to the unsteady
behavior of the flow in this range of Reynolds numbers, the lift
and drag coefficients,CtD5Fx/1/2r`U`

2 and CL5Fy/1/2r`U`
2 ,

whereFx andFy are the components of the net force acting on the
body, experience oscillations as well.Fx is computed fromFx

5rV2Px.n1rV ~wall shear stress! x.t wheren is the local nor-
mal vector from the surfaceV of the body andt the tangential

Fig. 7 Secondary fluid path lines in the upstream part of the cylinder. Re Ä40. „a… holes
model, „b… sources model.
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vector. The relation is similar for the lift expression with a pro-
jection on the vertical axis. Their evolution with time is plotted in
Fig. 9. The symmetrical character in time of the drag compared to
the asymmetrical character of the lift leads to a drag oscillation
frequency exactly twice the lift oscillation frequency. Further-
more, the lift coefficient must be zero-centered as the time-
averaged lift is nil. This classic test allows a partial check of the
numerical simulations validity.

Due to a lower velocity gradient near the surface, the overall
viscous drag is expected to decrease with the blowing. This is
illustrated in Table 2 where the viscous drag coefficient of the
cylinder is reported for different injection rates. It is clear that it
rapidly decreases with blowing, leading to many applications. The
pressure drag coefficient, also reported, strongly exhibits a blow-
ing dependence, tending to increase as the injection becomes
larger. These values are slightly above~20%! the experimentally
reported values for no blowing@2#. This is known to be due to the
absence of energy transfer into the third direction for 2-D simula-

tions, leading to higher drag and Reynolds stresses@13,71–73#.
The pressure drag can be evaluated from Fig. 10, where the pres-
sure coefficientCP5(P2P`)/(1/2r`U`

2 ) is plotted along the
surface for different blowing ratio. In the attached boundary layer
region, the pressure coefficient is seen to approximately follow the
sinus portion of the potential solution. Foru50 deg, it remains
equal to 1 whatever the blowing ratio, while the front stagnation

Fig. 8 Near wake vorticity field. Re Ä3900, „a… FÄ0%, „b… FÄ10 %. The vorticity levels
are indicated.

Table 1 Maximum shear stress location angle as a function of
the blowing ratio. Re Ä3900.

F ~%! 0 1 2 5 10

ud ~°! 52 50 47 40 40 Fig. 9 Force coefficients time history records. Solid line: drag
coefficient, dashed line: lift coefficient.
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point moves upstream and separates from the surface. From invis-
cid considerations, the theoretical pressure coefficient atu
50 deg can be derived asCP(0 deg)512r in j /r`(Uin j /U`)2.
For the blowing rates considered here~<10%!, it leads to numeri-
cal values very close to 1. For higher angles, the pressure coeffi-
cient increases with blowing compared to the no-blowing curve.
In that case, some low-momentum fluid is injected into the bound-
ary layer and modifies both the velocity and the pressure field.
The same argument can be applied to the near wake, where the

velocity defect is lower in case of blowing and makes the pressure
rise. Moreover, due to lower gradients in the boundary layer be-
fore separation and in the shear layer, and thus lower irreversibili-
ties generated, the pressure in the wake also tends to increase
compared to the non-blowing case. Both of these effects, lower
velocities and lower irreversibilities, lead to a decrease in the
pressure defect at the back of the cylinder. However, the pressure
rise at the downstream part of the cylinder is lower than the one
on the upstream part and the overall pressure drag coefficient
increases with the blowing rate as reported in Table 2.

4.3 Profiles. When blowing occurs, the secondary fluid
flows outwards from the surface and has a dramatic influence on
the boundary layer dynamics. Figure 11 shows an example of the
time-averaged velocity magnitude profile at an angleu of 65 deg
relative to the front stagnation point. The plot direction is vertical,
along theh/D variable whose origin is the surface, for convenient
comparison with experimental data obtained from hot-wire an-
emometry in our wind tunnel. Experimental profiles are truncated
below a certain distance to the wall due to experimental validity
limitations, and also below a certain velocity because of difficul-
ties in calibrating for low velocities~see@74# for full details!. An
excellent agreement is observed with the experiments whatever
the blowing ratio. The impact of the blowing is correctly ac-
counted, hence validating the modelization chosen. The dynamical
boundary layer clearly thickens when blowing occurs, and the
velocity gradient above the surface is demonstrated to decrease.

Figure 12 shows the velocity magnitude profiles for an angle of
105 deg. The dead fluid zone, below the separated shear layer, is
clearly visible. Its height tends to increase with the blowing due to
the upstream shift of the boundary layer separation point. The
profiles are S-shaped, exhibiting a typical separated shear layer

behavior. With blowing, the S-shaped profile becomes less sharp,
leading to an increase of the shear layer thickness and a decrease
of all gradients.

Figure 13 shows the temperature profiles at an angle of 65 deg
for different blowing rates. The profiles are plotted along the nor-
mal direction. No comparison with our experimental work is pos-
sible due to difficulties in handling the cold wire probe for these
locations. The thermal behavior is found to be similar to the dy-
namics. The thermal boundary layer thickens with blowing and
the temperature gradient above the surface rapidly decreases,
demonstrating the thermal protection effect of the blowing tech-
nique. For a 10% injection rate, the profile is also S-shaped, ex-
hibiting a cold fluid zone below the thermal boundary layer. This
constant temperature zone thus leads to negligible convective heat
transfer coefficients and to a maximum protection.

4.4 Separation Angle. The focus is now put on the evolu-
tion of the separation angle with the blowing. Figure 14 shows the
time-averaged shear stress along the cylinder surface for different
blowing ratii. The separation angle is referred to be the point
where the shear stress reaches zero, i.e., where the longitudinal
velocity normal gradient at the surface is nil. The unsteady flow
dynamics makes the boundary layer to oscillate at the von Ka´rmán
frequency. In particular, the front stagnation point and the bound-
ary layer separation point oscillate around their mean value, lead-
ing to a nonzero time-averaged shear stress. The separation point
is then defined as the time-averaged value of the separation angle.

In case of blowing, the boundary layer is pushed away from the
cylinder surface and so is the recirculating flow which induces
separation through the adverse pressure gradient. Hence the blow-
ing prevents the shear stress from reaching zero on both sides of

Fig. 10 Pressure coefficient along the cylinder surface as a
function of blowing. Re Ä3900.

Fig. 11 Velocity magnitude vertical profile. uÄ65 deg, Re
Ä3900. Experimental values are the symbols and numerical re-
sults are the corresponding solid lines. d, FÄ0%; j, FÄ2%;
m, FÄ5%.

Fig. 12 Velocity magnitude vertical profile. uÄ105 deg, Re
Ä3900. Experimental values are the symbols and numerical re-
sults are the corresponding solid lines. d, FÄ0%; j, FÄ2%;
m, FÄ5%.

Table 2 Pressure and viscous drag coefficients evolution with
blowing. Re Ä3900.

F ~%! 0 1 2 5 10

CvD 0.063 0.050 0.038 0.018 0.009
CpD 1.148 1.429 1.511 1.570 1.652
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the cylinder at the same time, and solely the in-phase side with the
vortex shedding experiences a separation. Thus, no separation
angle can accurately be defined.

On could refer to the maximum in the shear stress evolution to
study the blowing impact on the separation. The shear stress maxi-
mum angle along the cylinder surface is reported in Table 1. It is
seen to be shifted upwards, toward lower angle values. This shows
the effect of the blowing on the dynamics, which is to promote the
boundary layer separation. Blowing thus has a destabilizing effect
on the attached boundary layer. The shear stress also tends to
decrease all along the surface with blowing. This decrease in the
shear stress is consistent with the modification of the velocity
gradient above the surface. While its evolution is shifted up-
stream, it remains qualitatively similar whatever the blowing ratio.

4.5 Temperature Field. The modification of the tempera-
ture field in the cylinder near wake due to the blowing is also
addressed. This aspect is particularly interesting when a thermally
sensitive part is located far downstream of the cylinder. The tem-
perature flow field is plotted in Fig. 15 forF51%. For visualiza-
tion convenience, the color scale is set between 450 and 472 K.
The vortex cores remain at an almost constant temperature when
flowing downstream, due to low thermal diffusion and very little
dynamical mixing. Braids between successive von Ka´rmán vorti-
ces are clearly visible demonstrating that the temperature closely
follows the vorticity patterns. The separated region, appearing in
white due to its low temperature, extends far away from the sur-
face beyond the separation point, providing an excellent protec-
tion of the downstream side of the cylinder. Recirculation at the
back draws hot fluid toward the rear stagnation point. The tem-
perature field is thus seen to be substantially modified far from the
cylinder. This allows for lower thermal protection required for
downstream parts~e.g., in successive turbine stages!.

4.6 Thermal Effectiveness. Similarly to the friction stress,
the blowing leads to a thermal stress reduction, decreasing the
temperature gradient in the immediate vicinity of the surface. The
thermal protection is studied in terms of the dimensionless wall
temperature, the thermal effectiveness,h, defined as

h5
T`2T

T`2Tin j
(22)

whereT` , T, andTin j are the upstream, local, and injected fluid
temperature, respectively. Figure 16 shows the thermal effective-
ness along the cylinder surface for three blowing ratii using the
source model. It is clearly seen that the blowing efficiently pro-
tects the cylinder surface even for weak injection rates. The lowest
protection is achieved at the front stagnation point. This is consis-
tent with the fact that the boundary layer is squashed onto the
surface by the upstream flow, leading to strong gradients and large
heat transfer coefficients. A maximum in the thermal effectiveness

occurs beyond the separation point whatever the blowing rate due
to a cold dead fluid zone located below the separated shear layer.
Recirculation at the rear of the cylinder draws back some of the
hot fluid from the main flow, which decreases the effectiveness for
angles higher than 130 deg.

When blowing increases, the thermal protection is enhanced
and the effectiveness increases. This is illustrated in Fig. 17 where
it is plotted as a function of the blowing ratio foru565 deg.
Excellent thermal protection is achieved with the blowing and
good agreement is found with experimentally obtained data, here
again further validating the modeling. It demonstrates that only
weak injection rates are necessary to protect walls. For a 1%
injection, the thermal effectiveness is already 45%. The experi-
mental limiting value for high blowing rates is not 100% due to
radiative heat transfer, which is not accounted in the numerical
simulations. As the blowing increases, it rapidly becomes the pre-
dominant heat transfer mode and tends to limit the thermal effec-
tiveness, while numerically, only the convective heat transfer co-
efficient is considered, which rapidly decreases to zero.

Besides the local properties, the blowing is expected to have a
dramatic influence on global properties of the wake, downstream
of the cylinder. Injecting a secondary fluid through the porous
surface tends to increase the apparent diameter and to modify the
flow stability. The modification of the vortex shedding process is
an important feature for the thermal and dynamical control of the
wake in terms of noise generated, intrinsic frequency and vibra-
tions induced, wake stability and interactions, etc. and a detailed
study is necessary.

4.7 Vortex Shedding Frequency. The study of the wake
instability of the near wake of the cylinder is carried-out from the
velocity magnitude time history record at a point located down-
stream of the cylinder. It is studied in terms of Strouhal number,
Sr, defined as Sr5 f D/U` where f is the vortex shedding fre-
quency andU` the upstream velocity magnitude. As the Strouhal
number represents the non-dimensional vortex shedding fre-
quency, which is a global instability, the location of the recording
point is not an influencing parameter. The frequency is the same
throughout the entire flow field, and is present even upstream of
the cylinder.

Fig. 13 Temperature normal profile at uÄ65 deg for Re
Ä3900. Solid line is for FÄ2%, mid-dash line for FÄ5% and
dash line for FÄ10%.

Fig. 14 Shear stress evolution with blowing. Re Ä3900.

Fig. 15 Temperature field in the wake with the sources model.
ReÄ3900, FÄ1%, T`Ä473 K.
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The blowing impact can be studied through the linear stability
theory. Many authors were interested in the modification of the
stability patterns by blowing. It has been shown to modify the
time-averaged velocity profile in the wake, thus changing the sta-
bility properties and the most amplified frequency growth rate
@75–77#. The pioneer experimental works of Wood@78# and Bear-
man @79# studied the modification of the shedding frequency be-
hind an airfoil when base bleed is applied. Several others authors
have reported a decrease of the vortex shedding frequency behind
bluff bodies with base bleed, but it seems that very few studies are
concerned with full blowing, i.e., through the entire surface.

Figure 18 exhibits the evolution of the Strouhal number with
the blowing rate at a Reynolds number of 3900. Without blowing,
the Strouhal value is found to be 0.262, well above the experi-
mentally reported value of 0.215@80#. This difference is an intrin-
sic feature of 2-D simulations, already observed by
@13,15,16,22,81#. Mittal and Balachandar@13# have proved that
3-D modes present in experiments ‘‘extract’’ energy from the
field, in particular via mode-B vortices, and lead to lower Rey-

nolds stresses than in a purely 2-D configuration as in bidimen-
sional simulation. This effect finally leads to higher Strouhal num-
ber than from experiments.

The Strouhal number is seen to approximately decrease linearly
with F. This result is consistent with the theoretical analysis of
Cohen@82# based on a modification of the leading parameter of
the laminar attached boundary layer equations, who found a de-
crease of the boundary layer oscillation frequency with the blow-
ing ratio.

Injecting a low-momentum fluid into the boundary layer leads
to lower gradients, both dynamical and thermal. The lower gradi-
ents allow for slower dynamics, thus, larger boundary layer and
momentum thickness, and lower vortex shedding frequency which
is in agreement with the simulation results.

If compared to the experimentally obtained Sr2F relationship
@74#, the Strouhal number decrease obtained numerically is lower
than from experiments, whatever the Reynolds number consid-
ered. Very extensive tests were carried-out, both numerically and
experimentally, to check-out this difference. The numerical
schemes, the cell types, the cells number per hole and wall seg-
ment, the numerical domain extent, the pressure-velocity coupling
algorithm, the blowing model and the boundary conditions treat-
ment have been checked to have no influence. The blockage ratio
was varied using an extended grid and produced same results. The
modeling of the blowing, using the two models and the actual size
simulation with the dedicated mesh, and the turbulence treatment
using a RNGk–e model, were varied and resulted in no appre-
ciable differences. The separation angle is thought to be a param-
eter of primary importance for a correct vortex shedding fre-
quency simulation. It is known to be a quantity difficult to
accurately capture using classic turbulence models and a more
accurate one should be necessary. However, even with the simple

Fig. 16 Effectiveness along the cylinder periphery. Re Ä3900
From bottom to top: FÄ1, 2, 5%.

Fig. 17 Effectiveness as a function of blowing. uÄ65 deg, Re
Ä3900. Squares are the experimental data, circles are from the
sources model and triangles are from the holes model.

Fig. 18 Strouhal number evolution with blowing. Re Ä3900.

Fig. 19 Static pressure transverse profile in the near wake.
ReÄ3900, x ÕDÄ2.5. The curves are slightly shifted for visual-
ization convenience. Solid line is FÄ0%, dash line is FÄ5%.
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blowing modelisation used, the decrease in the shedding fre-
quency is qualitatively reproduced and exhibits the essential phe-
nomena observed from experiments.

The difference with the experiments is not due to 3-D effects,
which are not accounted in the simulations. Three-dimensional
simulations have been conducted and show no difference in the
Strouhal number evolution compared to a 2-D numerical configu-
ration. This justifies the choice of a 2-D approach for studying the
blowing impact on the flow dynamics. Although the flow dynam-
ics itself is over-predicted in 2-D, its evolution with blowing is in
agreement with 3-D simulations and allows the relative blowing
impact to be studied.

4.8 Model for the Strouhal Number Behavior With Blow-
ing. The near wake of the cylinder can also be studied through
the static pressure profile along the transverse direction. Figure 19
shows the time-averaged pressure profile, both without and with
injection ~5%! at x/D52.5. When blowing occurs, its width tends
to increase, which is consistent with the fact that the apparent
diameter increases as well. The pressure defect is lower in the
case of blowing, as seen in Section 4.2 and the transverse pressure
gradient thus decreases. Mathelin et al.@74# derived a simple
qualitative model for the prediction of the Strouhal number evo-
lution with blowing. It is based on the analogy between the pres-
sure wake profile and a U-shaped track where a fluid particle
would slip from side to side while flowing downstream. The pres-
sure wake is thus modeled in a simple form and the fundamental
law of mechanics (F5mg) are applied to the particle and leads
to:

]P

]y
dx dy52r dx dy

]2y

]t2 (23)

Figure 20 shows a schematic of the pressure profile model. Simple
expression for the Strouhal number was derived and is given by:

Sr5
D

U`
A wu]P/]yue

2r~16w21 l 2!
(24)

wherew is the ‘‘edge depth’’ andl the flat band width~see sche-
matic!. The pressure gradient is evaluated from the mean edge
slope of the pressure defect profile. When applied to the pressure
profile shown in Fig. 19, the Strouhal number ratio between the
no-blowing and the 5% injection case is 0.90. Using Fig. 18, the
ratio effectively reported is 0.88, which is in reasonable agreement
with our theoretical value. However, due to the coarse hypotheses
retained, this model only gives the trend of the Strouhal number
evolution between two blowing rates and should not be used to
predict any quantitative value for the Strouhal number itself. It
only allows to predict the general behavior of the dynamics in
case of blowing. In particular, it is seen that the vortex shedding
frequency is directly linked to the pressure gradient, thus exhibit-
ing the analogy between the pressure gradient and the spring

strength of an oscillator. In the literature, other oscillator-based
models have been proposed to describe some flow phenomena
~e.g., formation of spanwise cells@83#!.

5 Conclusions
The flow around a porous circular cylinder in a cross-flow when

complete blowing is applied has been studied numerically. Both
the laminar and turbulent regimes were investigated. The blowing
was simulated using two models, which were proved to lead to
identical results on global properties such as the boundary layers
and the wake dynamics and were validated using experiments.
The source model was generally used for smoothness modeling
reasons. The blowing has proved to strongly affect the boundary
layers, both dynamical and thermal, increasing their thickness and
lowering all the gradients by injecting some low-momentum low-
temperature fluid. The transfer coefficients thus tend to decrease.
This leads to a lower shear stress and convective heat flux, allow-
ing for low viscous drag and an efficient thermal protection when
cold fluid is blown and keeping the surface temperature to a rea-
sonable level. Nevertheless, a strong increase in the pressure drag
occurs with blowing and leads to an increase in the overall drag
with blowing.

Besides the attached boundary layer evolution, the blowing
strongly affects the near wake. The vortex shedding frequency
decreases with blowing due to slower wake dynamics and a larger
formation region. The pressure field was shown to be linked to the
vortex shedding frequency. The pressure defect at the back of the
cylinder tends to ‘‘fill up’’ with blowing, leading to lower trans-
verse static pressure gradients in the near wake. Using a simple
qualitative model, this was proved to be directly connected to the
vortex shedding frequency.

It thus appears that the complete blowing can be of primary
interest for the wake control~vibrations, suppression of the shed-
ding!, the thermal protection~aircraft engine blades! or for the
reduction of the viscous drag.
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Nomenclature

CpD 5 pressure drag coefficient
CtD 5 total drag coefficient
CvD 5 viscous drag coefficient
CL 5 lift coefficient
CP 5 pressure coefficient
Cm 5 constant
D 5 outer cylinder diameter
d 5 normal distance to the wall at the cells centers

dx 5 elementary particle dimension
dy 5 elementary particle dimension
F 5 blowing rate,F5(r in jUin j )/(r`U`)
F 5 force

Fx 5 drag force
Fy 5 lift force

f 5 frequency
H 5 specific enthalpy
h 5 vertical coordinate
k 5 turbulent kinetic energy

Lb 5 recirculation bubbles length
l 5 flat band width

l m 5 length scale form
l e 5 length scale fore
P 5 instantaneous pressure
p 5 fluctuating pressure

Fig. 20 Schematic of the pressure profile considered for the
qualitative model.
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R 5 cylinder radius
Re 5 Reynolds number, Re5(r`U`D)/m`

S 5 shift distance of the recirculation bubbles
Sr 5 Strouhal number, Sr5 f D/U`

Sr0 5 Strouhal number in no-blowing case
T 5 temperature
t 5 time

U 5 mean velocity
U 5 instantaneous velocity
u 5 fluctuating velocity
w 5 edge depth
x 5 streamwise coordinate
y 5 transverse coordinate
z 5 spanwise coordinate
a 5 constant
g 5 constant
g 5 elementary particle acceleration

d i j 5 Kronecker symbol
dt 5 time step

dt* 5 nondimensional time step
e 5 turbulent kinetic energy dissipation rate
h 5 thermal effectiveness,h5(T`2T)/(T`2Tin j )
u 5 angle along the cylinder periphery

us 5 separation angle
k 5 von Kármán constant~0.42!
l 5 thermal conductivity
m 5 dynamic viscosity
n 5 kinematic viscosity
r 5 density

sk 5 turbulent Prandtl number for the turbulent kinetic
energyk

t i j 5 stress tensor
V 5 surface of the cylinder

Subscripts

• 5 scalar product
` 5 free stream fluid
d 5 wall distance based
e 5 edge of the pressure profile
i 5 discrete variable

inj 5 injected fluid
j 5 discrete variable
k 5 discrete variable

recirc 5 recirculating fluid
t 5 turbulent.

Superscripts

2 5 time-averaged
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Two-Phase Eulerian/Lagrangian
Model for Nucleating Steam Flow
This paper describes an Eulerian/Lagrangian two-phase model for nucleating steam
based on classical nucleation theory. The model provides an approach for including
spontaneous homogeneous nucleation within a full Navier-Stokes solution scheme where
the interaction between the liquid and gas phases for a pure fluid is through appropriately
modeled source terms. The method allows for the straightforward inclusion of droplet
heat, mass, and momentum transfer models along with nucleation within complex flow
systems as found, for example, in low pressure steam turbines. The present paper de-
scribes the solution method, emphasizing that the important features of nucleating steam
flow are retained through comparison with well-established 1-D solutions for Laval nozzle
flows. Results for a two-dimensional cascade blade and three-dimensional low pressure
turbine stage are also described.@DOI: 10.1115/1.1454109#

Introduction

A number of numerical studies, over the past several decades,
have been directed toward modeling two-phase flow behavior of
nucleating steam. Much of this modeling work was initially con-
ducted on Laval nozzles, for which experimental data was more
readily available~Gyarmathy and Meyer,@1#; Hill, @2#!, assuming
simplified one-dimensional flow conditions. Later studies exam-
ined two-dimensional flow in turbine cascades, with more sophis-
ticated numerical models used to handle the additional dimension
~Bakhtar and Tochai@3#; Young @4,5#; White and Young@6#; Ba-
khtar et al. @7#; White et al. @8#!. In this regard the numerical
approach most often used has been the inviscid time-marching
scheme of Denton@9# for turbomachinery flows. In these models
the dispersed water phase is handled via particle tracking along
streamlines; this provides a wetness distribution and hence mix-
ture conditions for the subsequent single-phase inviscid flow cal-
culations. The success of these methods was measured by their
ability to predict measured pressure distributions and droplet
sizes, which in most cases is quite good for pressure conditions
less than one atmosphere.

The use of a single-phase time-marching scheme, the assump-
tion of inviscid flow, and the restriction of particle tracking along
streamlines, places limitations on extending these methods to
more complex flow conditions involving nucleating steam. Such
flow conditions may involve the interaction of small nucleated
droplets with larger droplets in the domain~where slip forces must
be included in determining the large droplet motion!, droplet
fragmentation/coalescence, and droplet/wall interaction including
moisture collection. The inclusion of turbulence effects on the
droplet motion may also be of value.

To extend the modeling of nucleating steam to 3-D flows with
additional complexity in droplet models, the present model was
implemented within a finite-volume/finite element viscous Navier-
Stokes CFD solver, using a two-phase approach for modeling the
interaction between the gas and liquid phases. The two-phase ap-
proach involves modeling the heat, mass, and momentum transfer
between the phases explicitly through appropriate source terms.
This is opposed to a single-phase approach, where dependent so-
lution variables and properties, for both phases, are averaged us-
ing mixture relations based on the wetness distribution determined
from the Lagrangian tracking solution. The use of a two-phase

approach has the potential for incorporating much more complex
droplet models, since the two phases do not have to share the
same velocity field~Gerber@10#!.

Governing Conservation Equations for Mass,
Momentum, and Energy

Flow processes where homogeneous nucleation occurs can be
characterized by rapid expansion, where moisture creation by het-
erogeneous nucleation is too slow to maintain equilibrium condi-
tions~due to small cumulative particle surface area!, and reversion
to equilibrium must then occur through the spontaneous formation
of the droplet phase. The process leading up to the nucleation
event involves the supercooling of the gas phase as thermody-
namic conditions pass the saturation line. The supercooling of the
gas, defined as the difference between saturation temperature at
the local pressure and the local gas temperature, continues until a
threshold is reached~typically 30–50 K for low pressure steam!,
and moisture is spontaneously formed from minute liquid clusters
in the flow. The process is then followed by rapid recovery of the
thermodynamic conditions to near saturation conditions.

The droplet nucleation event occurs rapidly once critical super-
cooling is reached and involves a very rapid growth in droplet size
~and mass!. At present, the most accurate and efficient manner to
model the sudden appearance of moisture and its interaction with
the gas phase, is within a Lagrangian frame of reference. The gas
phase, as the continuous phase, is modeled in the Eulerian frame
of reference. Interaction between the phases, in the present model,
is through appropriately modeled interphase source terms.

Gas Phase in the Eulerian Frame of Reference

Mass and Momentum.The governing equations for mass and
momentum are solved in a coupled manner, and for the present
model can be shown in tensor form as

]r

]t
1

]

]xj
~ruj !5Sm (1)

]

]t
~rui !1

]

]xj
~rujui !52

]P

]xi
1

]t i j

]xj
1Sui . (2)

where the source terms,Sm andSui , contain sources representing
mass and momentum exchange between the water droplets and
the surrounding gas. These will be described in a subsequent sec-
tion. The source term,Sui , in a rotating frame of reference, also
includes appropriate contributions to represent Coriolas and cen-
tripetal forces.
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Energy. The conservation of total energy,H, in the domain is
governed by the conservation equation

]

]t
~rH !2

]P
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1

]

]xj
~rujH !52

]qj

]xj
1

]

]xj
~uit i j !1Sh (3)

where

H5h1
1
2uiui1k. (4)

For a rotating frame of reference the rothalpy,I, is advected in-
stead ofH. Rothalpy is defined as

I 5H2
v2Rv

2

2
. (5)

The source term,Sh , models all energy exchange between the
liquid and vapor phases.

Turbulence Equations.The nonequilibrium flow model is not
dependent on any particular turbulence model, and for the present
purposes the standardk-e model is used. All results to be pre-
sented assume smooth walls, along with the assumption of one-
way coupling between the gas phase turbulence and dispersed
droplet phase. With this latter assumption, the gas phase turbu-
lence is not directly influenced by the presence of droplets~i.e., by
modification to thek-e source terms!; however, the motion model
for water droplets does include the instantaneous turbulent veloc-
ity fluctuations~estimated from mean turbulence quantities as de-
scribed in the next section! in determining the final droplet trajec-
tory.

Water Particles in the Lagrangian Frame of Reference. At
present CFD methods for modeling dispersed two-phase flows fall
into two categories, either an Eulerian/Lagrangian or an Eulerian/
Eulerian representation of the phases. A full 3D Eulerian/Eulerian
approach, in the most simple cases involving heat transfer and one
representative droplet size, requires solving an additional four
equations for the dispersed phase~ui , andh!. For the wide range
of droplets present in condensing systems, many droplet size
groups may need to be represented, each with its own velocity~a
requirement if the droplets are large! and temperature distribution.
The number of equations involved, four additional equations for
each group, can rapidly lead to computing times exceeding the
Eulerian/Lagrangian approach. In addition, the interaction be-
tween the droplet groups must be modeled~a nontrivial problem!
since droplets move into and out of size regimes with condensa-
tion and evaporation processes. Maintaining strong coupling be-
tween these equation groups in transonic flows with shocks can
also be problematic. In addition, to resolve the time and spatial
scales associated with droplet nucleation and growth, a very fine
grid is required.

An Eulerian/Lagrangian model allows the droplet integration to
be separated from the grid size, and gas phase time step, allowing
for a coarser grid to be employed. Since each droplet group is
integrated from its initial creation to a final fate, no special han-
dling is required to account for movement through a wide range of
size regimes~other than the appropriate application of heat, mass,
and momentum models accunting for Knudsen number regime!.
The Eulerian/Lagrangian approach suffers from lack of scalability
in solution time available with parallel processing; however, it
does provide a more direct manner in implementing highly non-
linear droplet models. When heat and mass transfer are strongly
coupled, as happens during phase change, the coupled ordinary
differential equations, representing the heat and mass transfer, are
easier to solve. This is especially true since the Lagrangian time
step can be changed during integration, for example successive
time-step halving, to capture rapidly changing flow conditions.
Without time step control such coupled systems cannot be solved
without extensive simplifications to the non-linear terms. It should
be mentioned that inherent in the Lagrangian approach is the re-

quirement that the volume fraction of the dispersed phases remain
low ~generally less than one percent!, which is not a problem for
condensing steam in low pressure turbines.

In light of the large range of droplet sizes and the high degree
of interphase coupling, a Lagrangian model describing the motion
of a water droplet has been implemented. For the present paper,
only freshly nucleated droplets are considered, and therefore a
simplified motion model is used that assumes no slip between the
droplet and the surrounding gas. This is a reasonable assumption
considering that the radius of a freshly nucleated droplet is gen-
erally of the order of 1029 m, and may grow to a size in the range
of 1027 m within the extent of the solution domain. It is assumed,
for the applications to be presented, that the droplets will not grow
to a size where slip will become important. This assumption will
be relaxed in future studies. In addition, the model accounts for
droplet motion in either rotating or stationary frames of reference.

The model also includes the influence of gas phase turbulent
fluctuations on the droplet motion. The resulting turbulent disper-
sion effect is based on an approach developed by Dukowicz@11#,
where the fluctuating velocity component,ug8 , can be computed
from turbulence quantities using:

ug85P~2k/3!1/2 (6)

which is superimposed on the mean velocity field to compute an
instantaneous velocity for the droplet.

In Eq. ~6!, II represents a normally distributed random number,
and accounts for the randomness of turbulence around a mean
number. This randomness allows for the gas phase fluctuating
component (ug8) at a point to take different values. For time step
control during the particle integration the eddy length,l e , and
lifetime, te , are also required and are calculated as follows:

l e5Cm
3/4k3/2/e (7)

te5 l e /~2k/3!1/2 (8)

The energy equation describing the thermal behavior of the water
droplet, is comprised of a latent energy term, convective heat
transfer and a sensible heating term, respectively.

l
dmp

dt
54pr 2a~Tp2Tg!1mpcp

dTp

dt
(9)

Interphase Source Terms. The influence of the liquid phase
on the gas phase equations are through the interphase source
terms,Sm , Sui , and Sh . These source terms use water droplet
properties consistent with the gas phase equations of state, and are
modeled as follows for a control volume
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@~ṁp!mn
t1Dt2~ṁp!mn
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where the summation is over allm particles that enter the control-
volume, and over alln time steps for the particle as it travels
through the control-volume. The mass flow associated with a
given particle isṁp . In Eq. ~12! the droplet enthalpy,hp , is
comprised of the bulk internal energy, the surface energy associ-
ated with a spherical droplet, and the kinetic energy.
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(13)
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It is interesting that in the present model the latent heat influence
is not explicitly modeled in the energy source term,Sh . The latent
heat influence is implicitly accounted for when using consistent
thermodynamic properties~between liquid and vapor! when
evaluating energy sources.

The termSui accounts for momentum exchange between the
phases due to evaporation or condensation. Since in this study
droplets are assumed to remain small with no slip, an interphase
drag force contribution is not needed in the calculation ofSui .

Thermodynamic Properties
In modeling nonequilibrium flows supercooled thermodynamic

properties are required. Since very little experimental data exists
for supercooled properties below saturation, obtaining these prop-
erties is accomplished by extrapolating an appropriate equation of
state into the meta-stable region. Equations of state based on virial
coefficients have been popular in this regard, in part, because they
are well behaved when extrapolated into the supercooled region.
These equations are also popular because all of the required em-
pirical constants are functions of temperature alone. In Eq.~14! is
shown the general form of the virial equation of state used for the
results in this paper.

P5rgRTg~B11B2rg1B3rg
21B4rg

3! (14)

In particular an equation of state in virial form by Vukalovich
@12# is used, and which was tested by Bakhtar and Piran@13# to be
suitable for flows with supercooled steam at both high and low
pressures. From these equations thermodynamic properties are
available over a pressure range from 0.01 bar to 100 bar, and a
temperature range from 273.15°K to 1000°K.

Although the present paper emphasizes results at pressures at or
below 1 bar, the model has also been applied to high pressure
applications~in nuclear steam cycles for example! and hence the
requirement for a thermodynamic database applicable at high
pressures as well.

Nucleation Model. For nonequilibrium flow calculations
there must be a criterion for the onset of nucleation and the ap-
pearance of the second phase~liquid!. The present model consid-
ers only homogenous nucleation in a pure substance and relies
heavily on classical nucleation theory~MacDonald@14,15#!. The
relevant nucleation theory is only briefly presented here.

The essence of the model is that in order for nucleation to occur
in a flowing stream undergoing expansion, molecular clusters~the
minute embryo of a liquid droplet! must overcome a free-energy
barrier, associated with the increase in surface-free-energy of the
droplets, for the onset of phase change. As a substance is increas-
ingly supercooled the chances of a molecular cluster moving over
the free energy barrier increases. The critical radius when this
occurs is equal to:

r * 5
2s

r fDGb
(15)

and becomes increasingly smaller as the level of supercooling
increases sinceDGb , the bulk free energy change, increases with
higher levels of supercooling. In Eq.~15! liquid surface tension,
s, for a flat surface is used. The value ofDGb depends on the
equation of state used, and for the virial equation of state used in
the present model it is calculated as follows;
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wherers(Tg) is the saturated vapor density at the local gas tem-
peratureTg , andB2 , B3 , andB4 are virial coefficients. With the
critical radius known, the free energy change atr * can be calcu-
lated with the following;

DG* 5
16ps3

3r f 2~DGb!2 5
4

3
pr * 2s (17)

In the vapor phase there exists a statistically steady-state popula-
tion of molecular clusters of various sizes. As supercooling in-
creases andr * becomes smaller there will eventually be enough
clusters at the size ofr * ~or greater! to start the condensation
process and the reversion back to equilibrium. Using a Boltzman-
like distribution function to represent the cluster population, com-
bined with the change in free energy atr * , leads to the equation:
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J gives the steady-state number of droplets nucleated per unit
volume per unit time. In Eqs.~18! and~19!, qc , is the condensa-
tion coefficient~assumed to be one in this paper!, K, Boltzman’s
constant,m, the mass of one water molecule, and,L, the equilib-
rium latent heat.

It should be noted that no universally applicable nucleation
model is yet available for condensing flows, however the general
form described here has been successfully used for steam at low
pressures by a number of researchers~White @8#; Bakhtar et al.
@7#!. There is a long standing debate concerning the use of a bulk
surface tension in Eqs.~15! and ~17! for very small molecular
clusters. Since the surface tension appears in the nucleation rate
equation, throughDG* , to the third power, small changes in its
value can strongly influence the resulting value forJ. The sensi-
tivity of various nucleation models tosb has clearly been shown
by Moore et al.@16#, where the ratios/sb had to be adjusted
~typically between 0.8 and 1.2! to bring results in-line with the
Laval nozzle results. It was found with the present nucleation
model, that results for calculations at pressures below 1 bar were
better using as/sb51.1, and this was used for all of the calcu-
lations shown. Future studies may further examine this sensitivity,
while the numerical method presented here is not restricted to any
particular form of nucleation model.

Droplet Growth Model for Nucleating Particles
Based on the nucleation model just described the quantity of

droplets at a location in the continuous gas phase is known, and
the rate at which these droplets grow can be derived on the basis
of heat transfer conditions surrounding the droplet~Gyarmathy
@17#!. The equation for the rate of droplet growth is then:

dr

dt
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In Eq. ~20! the sensible heating of the droplet can be neglected,
and the droplet temperature related to its size with the following
relation ~Gyarmathy@17#!.

Tp5Ts~P!2@Ts~P!2Tg#
r *

r
(23)

Based on an analysis by Gyarmathy@17#, Eqs.~20! and ~23! can
be used reliably for steam to calculate the rate of droplet growth
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over molecular and continuum heat transfer regimes~i.e., 0,Kn
,`!. The correction to the Nusselt number in Eq.~21! ~the factor
12n!, was proposed by White and Young@6# to help improve
agreement with experimental condensation results at low pres-
sures~0.1–0.3 bar!. The constantb was adjusted for the results in
the present paper based on a correlation presented by White and
Young @6#.

With the droplet motion determined by the gas phase velocity
~for small nucleated droplets no-slip is assumed! and the droplet
growth and temperature change determined by Eqs.~20! and~23!,
the droplet contributions to the mass, momentum and energy
source terms (Sm ,Sui ,Sh) can be determined. The final solution
provides information on mass-averaged droplet size, wetness lev-
els, and total irreversible losses due to droplet-gas heat transfer.
The manner in which these quantities are calculated can be found
in Appendix A.

Lagrangian Implementation for Water Droplets
As already described the present model relies on a Lagrangian

representation of the water droplet phase. The following describes
how the Lagrangian tracking model was implemented for the case
of nucleating particles. The particles are injected and tracked
through a network of flux-elements, the basic grid element in a
finite-element representation of the domain. In Fig. 1 is shown a
2-D representation of a flux-element grid, along with superim-
posed control-volume boundaries. The gas-phase equations are
solved at the control-volume locations. The droplet phase source
contributions, during tracking through the domain, are accumu-
lated within flux-elements but distributed equally to all contribut-
ing control-volumes in the flux-element at the time the gas phase
equations are assembled. This manner in handling the droplet
sources, rather than applying sources directly to the control-
volumes, was found to improve overall convergence but is also
consistent with the calculation of the supercooling level surround-
ing the droplet. For nucleating particles the supercooling level is
the primary driving potential for source term generation, and is
calculated as a weighted average for the flux-element using shape
functions and neighboring control-volume values~see Eq.~25!!.

Prior to solving the Eulerian equations the nucleation rate, Eq.
~18!, is calculated at all flux-elements where local supercooling
exists. The local supercooling is calculated as the difference be-
tween the saturation temperature, calculated using the local static
pressure, and the local gas temperature. If the nucleation rate is
high enough to influence the gas phase~in this case assumed to be
J>131015 droplets/m3/s!, then eight representative particles are
injected in the current flux element at the center of the eight oc-
tants making up the flux-element. These locations are shown for
the 2-D case, where injection is over four octants, in Fig. 1. The
mass associated with each of the eight particles,ṁp , is deter-
mined by the equation:

ṁp5
JVFE

np
(24)

whereVFE represents the flux-element volume andnp the number
of particles injected per flux-element~in this casenp58!. The
local flow properties,f ~such asTg , rg etc.!, used to computeJ
were computed using the flux-element shape function:

f5(
i 51

nCV

Nif i (25)

where the summation is over the adjacentnCV control-volume
values off. The shape function,Ni , is evaluated using the local
~s, t, u! coordinates for the particle relative to the current flux
element.

When a particle is injected into the flow~for steady-state cal-
culations! the particle is tracked until some fate is reached, such as
impacting a wall, passing into a periodic boundary, exiting the
flow domain or reaching a stage interface. For a particular fate, a
predetermined action is undertaken such as bouncing or sticking
~wall!, leaving the domain~outflow!, translation/rotation and rein-
jection ~periodic condition!, collection/scaling and re-injection
~stage interface!. In the particular case of a stage interface, the
droplet mass is scaled according to the component pitch change
followed by random circumferential reinjection.

During a particle’s journey to a particular fate it will pass
through a succession of flux-elements, with the particle time step
governed by a number of parameters as follows:

• The particle cannot travel past a flux-element boundary in
any one time step. This enforces integral conservation be-
tween the phases.

• The time step is limited by the size of the local turbulent eddy
length scale shown in Eq.~7!, and the local time scale shown
in Eq. ~8!, when interaction between droplets and turbulence
is activated.

• The particle may only travel some user specified fraction of
the characteristic flux element length during a time step. This
allows the accuracy of the particle tracking integration to be
separated from the grid resolution.

A forward Euler integration scheme is used for the particle
trajectory. At the beginning of a time step the gas phase properties
are determined from the control-volume values by interpolation to
the current particle~s, t, u! local grid coordinate using shape func-
tions. The particle properties are determined from the property
database based on the particle temperature. The particle size at the
end of a time step is predicted by Eq.~20! along with a new
particle temperature using Eq.~23!. From the change in particle
size and temperature, over the time step, the source terms de-
scribed by Eqs.~10!, ~11!, and~12! can be calculated. Finally, the
nonequilibrium irreversible entropy rise, and the droplet size and
wetness arrays are updated in a manner described by Eqs.~28!–
~31!. The droplet integration scheme is repeated until one of the
droplet fates is reached.

The choice of the number of particles to inject per flux-element
is a balance between better seeding of the flow passing through
the flux-element, so that the discrete droplet phase will provide a
more continuous representation of the wetness, without adding too
much computational overhead. In Figs. 2 and 3 this assumption is
tested for the case of a supersonic nozzle and rotor tip cascade
respectively, by showing the sensitivity of nucleation rate, pres-
sure profile and wetness variable to the number of particles in-
jected per flux element. From the results it is clear that in the case
of the Laval nozzle, where the flow is generally well aligned with
the grid, the variables considered are insensitive to the number of
particles injected per flux element. However, in the case of the
rotor tip cascade, where the flow is not very grid aligned, the use
of eight particles per flux element gives significant improvement
in the wetness field prediction. In either case, the pressure field
and nucleation rate are relatively insensitive to the number of
particles injected suggesting that an initial solution can be ob-
tained withnp51. In practice, an initial solution withnp51 is

Fig. 1 Schematic describing nucleating particle injection rela-
tive to flux-element and control-volume locations
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obtained thennp58 is used for the final solution, which typically
only requires a small number of additional solution iterations for
convergence to be reached again.

The appearance of a nucleation front, with considerable heat,
mass, and momentum transfer occurring over a short time and
distance, introduces a sharp discontinuity in the flow field that
needs to be appropriately resolved. Adaptive grid refinement to
resolve this discontinuity is a potential solution; however, for the
present model ensuring a reasonable grid resolution in the region
of the nucleation front is the approach taken. A numerical study is
shown in Fig. 4 for a Laval nozzle with condensation during su-
personic flow conditions. The course grid resolution is doubled
twice over to examine the influence of increasing levels of grid
resolution on the nucleation front, pressure and wetness profiles.
For the course solution approximately 4 elements span the nucle-
ation front zone, for the middle resolution 8 elements, and for the
finest solution 16 elements. As can be seen, the location and mag-
nitude of the nucleation front is relatively insensitive to the grid
resolution as is the wetness level; however, the pressure rise is
diffused when the grid resolution is low. This sensitivity does
point to the need for some grid adaption abilities near the nucle-
ation front; however, for the results presented the 2D cases used
grid resolutions similar to the 80320 case~i.e., approximately 8
elements over the primary nucleation zone!. In the case of the 3-D
results, because of the grid sizes involved, grid resolutions similar
to the 40310 case are used. Future studies should investigate
means to reduce this sensitivity.

CFD Solution Methodology
In addition to the water phase, the gas phase conservation equa-

tions are discretized using a conservative finite-volume integration
over a control-volume. The discretization of the gas phase equa-
tions, in the context of a finite-element representation of the ge-
ometry, is as follows for a general scalarf,

rVCVS f2fo

Dt D1(
ip

ṁipf ip5(
ip

S Gf

]f

]xj
Dnj D

ip

1SfVCV

(26)

where

ṁip5~rujDnj ! ip
o (27)

and V is the volume of the control volume, the subscript ip de-
notes an integration point, the summation is over all the integra-
tion points of the surface,Dnj is the discrete outward surface
vector,Dt is the time step, the superscriptso means at the old time
level. In Fig. 5 is shown the location of the integration points
relative to the flux-element and control-volume faces. Source
terms are applied over the control-volume, based on Eqs.~10!,
~11!, and~12!, and can be linearized into active and passive com-
ponents.

The assembly of the conservation equations describes the ap-
proach used by the commercial software package CFX-TASCflow
~used for the present nucleation model development!, which uses,
as its default, a linear multigrid solver with full coupling between
the ui and P variables along with second-order discretization
~Raw @18#!. Due to the linear multigrid, solution times scale lin-
early with problem size.

Fig. 2 Centerline nucleation rate, pressure, and wetness pre-
dictions using the Laval nozzle of Moore et al. †16‡ with one
and eight droplets injected per flux-element

Fig. 3 Centerline nucleation rate, pressure, and wetness pre-
dictions using the rotor tip profile of Bakhtar et al. †20‡ with
one and eight droplets injected per flux-element

Fig. 4 Centerline nucleation rate, pressure, and wetness pre-
dictions using the Laval nozzle of Moore et al. †16‡ with three
levels of grid refinement

Fig. 5 Finite-volume discretization within a finite-element rep-
resentation of the geometry
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Using an iterative segregated solution approach, the Lagrangian
tracking solution of the water droplet phase is first carried out, and
the interphase source terms computed based on gas phase condi-
tions at the beginning of the time step. The solution of the scalar
turbulence and energy equations are then obtained. The momen-
tum (ui) and mass~P! equations are then solved as a coupled
system and the entire procedure~beginning with the droplet
phase! repeated until convergence is reached. The momentum,
mass and energy equations are converged to the point where all
normalized maximum RMS residuals in the domain are below
1024. Global balances~between inlet and outlet! for these quan-
tities are typically of the order 1024 to 1025 based on normalizing
with known inlet flow conditions.

Laval Nozzle Solution
Considerable amount of theoretical and experimental work for

nonequilibrium steam flows has been conducted with Laval
nozzles. The following example describes an application of the
present model to a Laval nozzle for both nonequilibrium and equi-
librium cases.

The present model results were compared to 1-D inviscid flow
results based on a nozzle by Gyarmathy and Meyer@1# and pre-
sented by Moore and Sieverding@19#. The results show all of the
important characteristics typical of homogeneous nucleation in an
expanding nozzle, and compare very well with the 1-D inviscid
model. In Fig. 6, the Mach number and nucleation front within the
Laval nozzle is shown, where the influence of viscous effects near
the nozzle wall is apparent. It was found that in the near wall
region, supercooling levels decreased, along with the wetness, due
to the influence of the boundary layer. Since the present work does
not focus on detailed effects occurring when water droplets impact
a wall, the droplets in this case~and all other cases to be shown!
were allowed to rebound off the wall but with a very small coef-
ficient of restitution. This in effect allowed droplets to move
slowly along a wall and equilibriate with the surroundings.

Figure 7 shows the variation in gas supercooling, static pres-
sure, nucleation rate, droplet size, and wetness along the nozzle
axis in comparison to the results of Gyarmathy~shown in dashed
lines!. In order to more effectively compare with 1-D results, rel-
evant quantities from the present model were mass averaged over
the nozzle cross-section at various positions along the nozzle pas-
sage. For a matter of clarity in Fig. 7, the mass-averaged droplet
size becomes significant prior to the point of peak supercooling
~and associated maximum droplet nucleation!, while wetness re-
mains almost negligible over this portion of the nozzle. This re-
flects the fact that although droplets are nucleated, and grow rap-
idly in the supercooled environment, there are not enough of them
to influence the overall wetness level. Only once the nucleation

rate reaches its peak is there sufficient numbers of droplets to
influence the wetness, as seen by the rapid increase in this variable
following peak nucleation.

Another valuable comparison is with the equilibrium solution,
calculated with the same CFD flow code, for the same nozzle
geometry and flow conditions used by Gyarmathy and Meyer@1#.
In Fig. 8 are shown the wetness, pressure, and temperature levels
between the equilibrium and nonequilibrium solutions where it
can be seen that, for the equilibrium solution~depicted with
dashed lines!, wetness forms in the throat region where in the
nonequilibrium solution wetness is considerably delayed. As re-
quired, the nonequilibrium solution recovers the equilibrium re-

Fig. 6 Nucleation rate and Mach number obtained with the
present model. Flow conditions are the same as that described
for Fig. 7.

Fig. 7 Comparison with 1-D nonequilibrium solution of Gyra-
mathy and Meyer †1‡

Fig. 8 Nonequilibrium solution compared with the equilibrium
solution for the same nozzle and inflow conditions used by
Gyramathy and Meyer †1‡
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sult, but with a slightly higher entropy level~resulting in a slightly
lower wetness! due to irreversible heat transfer effects, and small
level of supercooling at the exit relative to the equilibrium exit
temperature. The nonequilibrium static pressure level recovers the
equilibrium pressure level following nucleation. The present non-

equilibrium model explicitly calculates the irreversible entropy
rise using Eq.~28! ~see Appendix A!. A check on this value can be
made by comparing the difference in entropy levels, at the nozzle
exit, between the equilibrium and nonequilibrium solutions. These
comparisons can be seen in Table 1, where the differences in the
mass averaged exit mixture entropy between the equilibrium and
nonequilibrium solutions is equal to the irreversible entropy rise
calculated using Eq.~28!.

The present model has also been validated against the experi-
mental data of Moore et al.@16# who obtained centerline pressure
distributions and exit droplet sizes for five different converging-
diverging nozzle configurations. This set of experimental data is
valuable as it provides a combination of pressure data and droplet
size information. The nucleation model can only be fully evalu-
ated with both sets of data, since adjustments can be made to the
nucleation model parameters~for example using surface tension!
relatively easily to induce agreement with pressure data. However,
the droplet size is sensitive to the quantity of droplets nucleated
for a given amount of supercooling~i.e., the magnitude ofJ!, as
well as the heat transfer model, and having this additional piece of
experimental information allows one to better evaluate the overall
accuracy of the model.

In Fig. 9 is shown model results in comparison to centerline
pressure distributions, while in Fig. 10 is shown a comparison to
droplet sizes at a specified exit location along the centreline of the
nozzle. The pressure distributions are reasonably well predicted
with the exception of the pressure responses immediately follow-
ing peak nucleation for Nozzles A and B. In these cases the ex-
perimental data suggests the pressure rise should be more diffuse.
However, the location and magnitude of the pressure rise is quite
good. These results are very similar to the results obtained by
previous researchers using this test data~Moore et al.@16#, White
and Young@6#!.

Two-Dimensional Rotor Tip Cascade Solution
A series of experimental studies on condensing steam in a rotor

tip cascade was conducted by Bakhtar et al.@20,21# and provides
validation data for blade static pressure levels, droplet size, ther-
modynamic loss and efficiency over a range of expansion ratios
and inlet supercooling levels. In Fig. 11 is shown a typical nucle-
ating solution~inflow conditionsPo51 bar andTo5363°K, and
outflow conditions ofPe50.427bar! using the rotor tip section,
and highlights the distribution of the Mach number, supercooling,
nucleation rate and droplet size distribution. In this case critical
conditions for moisture formation are achieved in the throat re-
gion ~at transonic flow conditions! at slightly more than 40°K
supercooling, with the resulting droplets travelling downstream to
reach droplet sizes close to 0.03mm. As the critical conditions are
approached the nucleation rate increases dramatically as seen in
Fig. 11, with peak rates approaching the order of 1023.

Additional losses are present in nucleating flows due to the
irreversible heat transfer~thermodynamic loss! associated with
moisture formation at supercooled conditions. In addition, if dur-
ing nucleation heat addition to the gas phase is large enough, a
condensation shock may be produced in the core flow region in-
troducing additional aerodynamic losses. This additional feature is
present, just past the throat region, in the flow depicted by Fig. 11.
To highlight the combined effect of these additional losses present
with nucleation, in Fig. 12 is shown total pressure profiles, up-

Fig. 9 Centerline pressure levels in a condensing converging-
diverging nozzle-present model compared to the results of
Moore et al. †16‡

Fig. 10 Centerline mass-averaged droplet size in a condens-
ing converging-diverging nozzle-present model compared to
the results of Moore et al. †16‡

Table 1 Verification of calculation of irreversible entropy rise due to nonequilibrium phase change „pc …. Subscripts i and o refer
to inflow and outflow conditions, respectively.

Solution
Type

si
~J/KgK!

so
~J/KgK!

Dseq5
so2si

Dsneq5
so2si

Dspc5
Dsneq2Dseq Dspc Eq. 28

Equilibrium ~eq! 7558.7 7567.9 9.2 N/A N/A N/A
Nonequilibrium~neq! 7558.7 7579.1 N/A 20.4 11.2 11.2
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stream and downstream of the blade, for the same conditions in
Fig. 11 except that one solution has 20°K superheat at the inlet
~enough superheat so that flow conditions remain dry!. For the
superheated downstream profile, the total pressure outside of the
wake region~taken at 10 percent chord length past the trailing
edge! is near that of the upstream total pressure, indicating that
most losses are in the boundary layer and from an oblique shock
off of the blade trailing edge. However, in the nucleating case, the
core flow region experiences additional thermodynamic~irrevers-
ible heat transfer with phase change! and aerodynamic losses
~condensation shock! as seen by the reduction in the downstream
total pressure level, in regions outside of the wake, compared to
the superheated result. These same flow features, deduced from
experimental observations, are described in detail by Bakhtar
et al. @21#.

For further validation of the model a subset of the rotor tip data
was used covering expansion ratios ranging fromPo /Pe51.83 to
3.53 with inlet conditions ranging from superheated to 15°K of
supercooling. The total pressure inlet condition for all of the cal-
culations was 1bar. The grid size was approximately 10,000 el-
ements determined on the basis of grid sensitivity studies. The
subset of experimental data used for comparison correspond to the
more extreme flow conditions where the average velocity exiting
the cascade was nominally sonic or higher. At a given pressure
ratio solutions were obtained with inflow conditions at 20°K su-
perheat and supercooling levels of 5°K, 10°K, and 15°K. The
resulting matrix of solutions was then postprocessed to determine
aerodynamic and thermodynamic losses, along with droplet sizes,

and plotted against expansion ratio and inlet supercooling level.
The results are shown in Fig. 13 in comparison to experimental
values. For the dry superheated solutions the levels and trends for
efficiency and enthalpy loss are well predicted. For the rotor tip
cascade under consideration the investigators~Bakhtar et al.@21#!
noted the interesting feature of an increase in efficiency at a pres-
sure ratio of 2.33 which was attributed to better aerodynamic per-
formance of the profile under nucleating conditions. The present
model captures this increase in efficiency as well as the trend in
the reduction in efficiency for a given pressure ratio as inlet su-
percooling is increased~another conclusion stated by Bakhtar
et al.@21#!. The trend of increasing losses with increasing pressure
ratio is also reflected in the results. The data for efficiencies were
reported with an experimental uncertainty of approximately60.7
percent~and accounts for some of the scatter in the data presented
in Fig. 13!; however, in general, the trends reflected by the experi-
mental data are reproduced by the numerical solution including

Fig. 11 Typical model predictions for nucleating flow over a two-dimensional rotor tip cascade „Bakhtar
†20,21‡…. Flow conditions PoÄ0.999 bar, Ts„P…ÀTgÄ10 K, and PeÄ0.427 bar.

Fig. 12 Total and static pressure profiles „for superheated and
nucleating cases … before and after expansion through the rotor
tip blade of Bakhtar et al. †20,21‡. Flow conditions were Po
Ä0.999 bar and PeÄ0.427 bar with 20 K superheat and 10 K
supercooling respectively at the inlet.

Fig. 13 Component efficiency, enthalpy loss and exit droplet
size over a range of inlet supercooling and expansion ratios
compared to the experimental data of Bakhtar et al. †21‡
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the droplet sizes which, for the pressure ratios considered, were
reported independent of supercooling level. Comparison to the
blade static pressure profile data for these experiments is given in
a separate paper~Gerber@22#!, in addition, the evaluation of the
efficiency and thermodynamic loss followed the approach de-
scribed by Bakhtar et al.@21#.

Three-Dimensional Low Pressure Stage Solution
To show the generality of the method, results for a low pressure

stage calculation are shown in Figs. 14 thru 16. The operating
speed for the rotor-stator combination was 5000 rpm, with stator
inlet total conditions ofPo50.265bar andTo5328.5 K~approxi-
mately 12°K of supercooling!, and rotor exit static pressure of
Pe50.0662 bar. The flow path shown is at the hub to shroud
mid-span, with stage averaging occurring at the rotor-stator inter-
face. For the flow conditions at mid-span, critical supercooling is
reached in the stator passage, with nucleation of sufficient strength
to result in a rapid rise in temperature to near equilibrium condi-
tions. The recovery can be seen by the steep gradients in the
supercooling field shown in Fig. 14, just after a nucleation index
of 22.5 is reached. Equilibrium conditions then persist into the
rotor section, with only a few degrees of supercooling remaining
in the gas phase. No nucleation of water droplets occurs in the
rotor along the mid-span since supercooling is too low. In Fig. 15
the average droplet radius is shown over the mid-span and shows
the droplet size varying significantly over the two rotor blade
passages. The droplets continue to grow in size through the rotor

passage following nucleation in the stator, but at a much slower
rate, due to the dropping pressure as energy is extracted from the
flow.

Toward the shroud some interesting flow features appear due to
the decreasing expansion rate. In Fig. 16 is shown the nucleation
index in the flow passage near the shroud. Here it can be seen that
droplet nucleation begins in the stator but is not strong enough to
bring the flow to equilibrium. The droplets formed in the stator
grow rapidly in the sustained supercooled environment as they
move into the rotor section, even while the wetness level remains
low. Secondary nucleation then occurs toward the rotor tip, but
here again the nucleation index, slightly above 20, is still not
strong enough to promote a rapid recovery to equilibrium. For this
stage calculation the surface of maximum supercooling~i.e.,
where the nucleation front sits! begins near the hub, crosses the
stage interface, and finishes in the rotor near the shroud. This
scenario is somewhat as expected for homogeneous condensation
in low pressure stage turbines~Skillings et al.@23#!. It should be
noted that in the present model, droplets nucleated in the stator,
and that grow to much larger sizes in the rotor, are still modeled as
having no slip even though droplet inertia will begin to influence
the droplet trajectory. This is a simplification that will be ad-
dressed in future studies. Furthermore, in the wake following the
stator~but prior to the rotor/stator interface!, the nucleation rate is
reduced to zero as expected~see Fig. 16!. However, the wake is
not conveyed through the rotor/stage interface due to the circum-
ferential stage averaging that also accounts for pitch change. The
stage averaging results in a new distribution of supercooling, with
associated nucleation, along the length of the inflow into the rotor
that affectively washes out the wake. This is an artifact of the
commonly employed stage approximation, used to obtain a
steady-state solution for what is in fact a unsteady rotor/stator
interaction.

At present, there is no experimental data to verify the above
predictions, however on a qualitative level the results appear en-
couraging. In this case the 3-D nonequilibrium calculations are
compared to equilibrium solutions, using the same flow code, to
check the recovery of equilibrium state conditions. The final
mass-averaged exit state for the nonequilibrium run, will be at a
slightly higher entropy due to additional irreversible losses~the
difference can be measured by Eq.~28!!, and a slightly lower
wetness, in comparison to an equilibrium run.

Concluding Remarks
A general method has been described for including nonequilib-

rium phase transition into full Navier-Stokes CFD calculations
based on a Eulerian/Lagrangian approach. In this approach the
interactions between droplet and vapor are restricted to source

Fig. 14 Low pressure turbine stage calculation results at mid-
span. On the left the nucleation index „nÄ log 10„J¿1…… is
shown with n minÄ0, n maxÄ25 and DnÄ2.5. On the right, super-
cooling „TscÄTs„P…ÀTg… with Tsc ,minÄÀ10 K, Tsc ,maxÄ60 K
and DTscÄ5 K.

Fig. 15 Low pressure turbine stage calculation results at mid-
span. On the left the mass averaged droplet size is shown
where r minÄ0 mm, r maxÄ0.012 mm and DrÄ0.001 mm. On the
right, relative Mach number with MminÄ0, MmaxÄ1.4 and DM
Ä0.1.

Fig. 16 Low pressure turbine stage results showing nucle-
ation index „nÄ log 10„J¿1…… near the shroud. Nucleation index
is shown with n minÄ0, n maxÄ25 and DnÄ2.5.
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terms, and provides a general framework for more advanced drop-
let models where slip may play an important role. In addition
droplet behavior is not restricted to flow along streamlines, and
the influence of turbulence on droplet motion and dispersion can
be included. The present results, for which nucleated no-slip drop-
lets are only presented, show that the method has promise for
modeling complex moisture formation and droplet behavior in
three-dimensional systems including stage interfaces. Further
work is necessary to reduce the influence of grid resolution near
the nucleation front, as well as investigating the implementation
of additional droplet models to exploit the source term approach.
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Appendix A

Irreversible Heat Transfer Prediction
The entropy gain due to irreversible heat transfer was calcu-

lated directly from the Lagrangian tracking model. As particles
were tracked, the entropy gain was accumulated~for the entire
flow domain! at each time step and finally normalized by the inlet
mass flow,ṁi , based on the expression:

ṁiDs5(
m

mp

(
n

nt F S 1

Tg

2
1

T̃p
D ~hg2h̃p!DṁpG

mn

(28)

where

Ṫp5~Tp
t 1Tp

t1Dt!/2

h̃p5~hp
t 1hp

t1Dt!/2

and ṁp is the mass flow associated with a particle. For Eq.~28!
the summation is over allm particles that are injected into the flow
domain, and over alln time steps for the particle as it travels
through the flow domain.

Droplet Size and Wetness Prediction
The mass averaged droplet size,r̄ , at a flux-element is calcu-

lated according to the following equation:

r̄ 5HA(m
mp(n

nt~ r̂ 2m̃̇pDt !mn

(m
mp(n

nt~ m̃̇pDt !mn

J
FE

(29)

where

r̃ 5~r t1r t1Dt!/2

m̃̇p5~ṁp
t 1ṁp

t1Dt!/2

In addition the wetness,w, at a flux-element is calculated from the
particle concentration field,c, as follows:

c5H(
m

mp

(
n
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~ṁpDt !mnJ
FE

1

VFE
(30)

w5S rg

c
11D

FE

21

(31)

For Eqs.~29! and ~30! the summation is over allm particles that
enter the flux-element, and over alln time steps for the particle as
it travels through the flux-element.

Nomenclature

B 5 virial coefficients
cp 5 specific heat at constant pressure~J/kgK!

Cm 5 k2e turbulence model constant~0.9!
G 5 free energy~J/kg!
H 5 total enthalpy~J/kg!
h 5 static enthalpy~J/kg!
I 5 rothalpy ~J/kg!
J 5 nucleation rate~droplets/m3

•s!
k 5 thermal conductivity~W/m•k!

Kn 5 Knudsen number (l̄ /2r )
l̄ 5 mean molecular path~m!
l 5 local latent heat (hg2hp) ~J/kg!
L 5 equilibrium latent heat~J/kg!
m 5 mass~kg!
ṁ 5 mass flow rate~kg/s!

Nu 5 Nusselt number~aD/k!
P 5 pressure~N/m2!
Pr 5 Prandtl number (cpm/k)
q 5 heat diffusion~W/m2!

qc 5 condensation coefficient
r 5 droplet radius~m!

r * 5 critical radius~m!
Rv 5 radius of rotation~m!

R 5 gas constant~J/kg•K!
Sh 5 energy source~W/m3

•s!
Sm 5 mass source~kg/m3

•s!
Su 5 momentum source~N/m3!

t 5 time ~s!
T 5 temperature~K!
u 5 velocity ~m/s!
v 5 specific volume~kg/m3!
x 5 spatial dimension~m!

Greek

a 5 heat transfer coefficient~W/m2
•k!

e 5 turbulent dissipation~m2/s3!
G 5 general diffusion coefficient
g 5 ratio of specific heats (cp /cv)
k 5 turbulent kinetic energy~m2/s2!
r 5 density~kg/m3!
s 5 liquid surface tension~N/m!
t 5 stress~N/m2!
v 5 rotational speed~rad/s!

Subscripts

b 5 bulk properties
e 5 exit conditions
f 5 liquid phase
g 5 gas phase
s 5 saturation
ij 5 tensor notation
o 5 total state condition
p 5 liquid particle
ip 5 integration point
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Direct Simulation Monte Carlo
Analysis of Rarefied Gas Flow
Structures and Ventilation of
Etching Gas in Magneto-
Microwave Plasma Etching
Reactors
Gas flows in plasma etching reactors for semiconductor fabrication became a chief con-
sideration in designing second-generation reactors with higher etching rates. An axisym-
metrical model based on the direct simulation Monte Carlo method has been developed
for analyzing rarefied gas flows in a vacuum chamber with the conditions of downstream
pressure and gas flow rate. By using this simulator, rarefied gas flows with radicals and
etch-products were calculated for microwave-plasma etching reactors. The results showed
that the flow patterns in the plasma chamber strongly depend on the Knudsen number and
the gas-supply structure. The ventilation of the etch-products in the plasma chamber was
found to be improved both for higher Knudsen numbers and for gas-supply structures of
the downward-flow type, as compared with those of the radial-flow or upward-flow
types.@DOI: 10.1115/1.1459074#

1 Introduction
Highly-integrated semiconductor chips have advanced beyond

the ULSI~Ultra Large Scale Integration! level that integrates more
than ten million devices, and the width of the wiring has been
reduced to submicron dimensions~0.5 mm or less!. Several
plasma sources operating at low pressures of 10 Pa or less, such as
a magneto-microwave or ECR~electron cyclotron resonance!
source, a helicon source, and an inductively coupled source, have
come to be used for plasma etching reactors and plasma CVD
reactors, which can correspond to manufacturing equipment for
such minute patterns. Analyses of such issues as the generation
and diffusion of plasma in the chamber, the gas flow, the produc-
tion and diffusion of radicals, and the production and diffusion of
etch-products on the substrate in etching reactors, are needed to
design plasma equipment and processes. Recently, among these
issues the gas flow has attracted the attention of process engineers.
The reason is that a uniform supply of reactive gas species onto
the entire substrate is required, and high-vacuum etching with
high-speed exhaust has been proposed for larger diameter~.200
mm! substrates because it improves performance@1#.

In the case of plasma etching reactors, volatile etch-products
are yielded when reactive species~etchants! etch films on the
substrate with the assistance of ion bombardment. Because the
etching rate decrease if the etch-products adhere to the substrate
again, a gas-flow structure that can exhaust etch-products
promptly is necessary. Magneto-microwave plasma-etching reac-
tors have been developed and used in the semiconductor fabrica-
tion lines since the late-1980’s. Then improved reactors with
higher etching rates came on the market in the mid-1990’s. In this
paper, we will call the former and the latter as first generation
reactor and second generation reactor respectively. The first-
generation reactors used a radial-flow gas-supply structure, and

the gas-flow structure was not considered in designing these reac-
tors. But the radical and etch-product densities have become
higher in second-generation reactors due to the increased etching
rate with high-density plasmas, thereby increasing the importance
of ventilating the gas in the chamber. Thus, gas-flow structures
have been the chief consideration in designing second-generation
reactors with higher etching rates.

So far plasma density distribution has been primarily studied
@2–4#. Recently, research papers on the effects of gas flow on
etching performance have been also published and their number is
increasing@5–12#. High-density plasma sources operate typically
at pressures less than 3 Pa. In the microwave etching equipment
used under low-pressure conditions, the Knudsen number Kn
~5mean free path/characteristic length, orl/L! becomes more
than 0.01~0.24! when, for instance, the sizeL of the chamber is
162 mm and the pressure is 0.15 Pa. The gas flow must be ana-
lyzed not as a continuous flow but as a transitional flow. There-
fore, rarefied-gas-flow analysis is needed to analyze such gas
flows. To analyze the rarefied gas flow, the direct simulation
Monte Carlo~DSMC! method@13# has been developed for aero-
dynamics around space vehicles. Recently, the DSMC method has
come to be used also for rarefied gas flow problems in the semi-
conductor fabrication processes.

Several papers have reported research in which the DSMC
method is applied to gas-flow analysis in the plasma chambers
@5–12#. It was found that the etch uniformity changed signifi-
cantly depending on the reactivity of the ring surrounding the
wafer @6#. The etching process of Al wafer in a commercial appa-
ratus was examined by simulating molecular collisions of reactant
and product@7#. The flow field in helicon-plasma reactors was
found to only be slightly affected by nozzle location using simu-
lations @8#. The diffusion of etchant to the periphery caused a
sharp rise of etching rate near the periphery of the wafer@9#.
Moreover, the relationship between etching rate uniformity and
gas flow has also been studied from the viewpoints of process
chamber diameter effects, wafer location, and exit design on pro-
cessing uniformity@11#. The effects of the flow rate on the etch-
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product and etchant densities were examined@12#. But they are
not concerned on the rarefied-gas-flow structures and the ventila-
tion of the etch-products in the plasma chamber.

We have developed microwave-plasma simulation models, such
as a one-dimensional Monte Carlo particle model@14# and a two-
dimensional ambipolar diffusion model@15#, but these models
have not yet accounted for the gas flow. On the other hand, a
two-dimensional simulator based on the DSMC method has al-
ready been developed for the rarefied-gas-flow analysis of vacuum
process equipment@16#. This simulator has been applied to simu-
late deposition profiles in micron-scale trenches@17#. This simu-
lator was then improved and modified in a program that analyzes
an axisymmetrical rarefied-gas-flow with chemical reactions in a
chamber under the conditions of flow rate and downstream pres-
sure. This paper reports the results of applying this simulator to
gas-flow analysis in a magneto-microwave etching reactor under
the development of the second-generation reactor. The fact that
the Knudsen number heavily influences the flow pattern has al-
ready been reported@18#. Moreover, it has been reported that the
gas-supply structure strongly influences the ventilation of the
etch-products@19#. The objectives of this paper are to clarify the
effect of the gas flow structures on the ventilation of etch-products
in detail.

2 Calculation Method

2.1 Calculation Model. A schematic of a magneto-
microwave plasma etching reactor is shown in Fig. 1. Microwaves
at 2.45 GHz are generated by a magnetron and propagated via a
waveguide and into the plasma chamber through a quartz window.
Plasma is generated by electron cyclotron resonance~ECR!, in
which the electrons obtain energy by interacting with the magnetic
field generated by solenoid coils. Etching gases, such as Cl2 or
CF4 , are introduced from a gas inlet into the plasma chamber and
exhausted from an outlet set at the bottom of the chamber and
beyond the perimeter of the substrate.

Figure 2 shows the calculation model for flow analysis of the
etching gas in the plasma chamber. The calculation domain is the
left half of the cylindrical plasma chamber such that right edge of
the domain is the center axis of the chamber. The waveguide~not
shown in the figure! is connected with the upper part of the
plasma chamber, and the substrate is set on the bottom. The gas

inlet for the reactive gas is installed on the lower sidewall of the
chamber, and the gas outlet is installed at the bottom, beyond the
perimeter of the substrate. The shape of the gas outlet is cylindri-
cal slit, and two different shapes of the gas inlet are examined in
addition to the shape in Fig. 2 in this paper.

A rarefied gas-flow simulator@16# for a low-pressure vessel was
modified into an axisymmetrical one. DSMC is a method that can
solve flow fields by calculating molecular flights and collisions, in
cells with sizes smaller than the mean free path, for hundreds of
thousands of molecules in each calculation time step. The simu-
lator uses the ‘‘partial region method’’@16# to briefly calculate the
reflections of molecules on the walls. The flights and the molecu-
lar collisions of gas molecules are calculated sequentially in a
small time interval~time step! Dt. HereDt is set to be smaller
than the mean collision time of molecules. In the simulator, start-
ing from an initial condition, molecular movements in the plasma
chamber are calculated in time stepDt.

The etching gas is supplied from the gas inlet, fills the plasma
chamber, and is exhausted from the gas outlet. For a flow of mean
velocity (U,0,0) in an equilibrium gas, the probability density
function f in(C) of the molecular velocityC(6u,v,w) ~provided
that u.0!, for molecules flowing into the flow fields from the
upstream or downstream boundaries, is

f in~C!5
2u

pCm
4 K

expF2
1

Cm
2 $~u7U !21v21w2%G , (1)

where

K5expS 2
U2

Cm
2 D 6Ap

U

Cm
H 16erfS U

Cm
D J ; (2)

plus or minus signs indicate upstream or downstream, respec-
tively;

Cm 5 A2kT/m is the most probable molecular speed;
k 5 Boltzmann’s constant;
T 5 the gas temperature upstream or downstream;
m 5 the molecular mass;

and
erf 5 the error function.

The number of incoming molecules per cross-sectional areaA
during a time stepDt from the upstream or downstream bound-
aries is given by the following equation:

Fig. 1 Schematic of a magneto-microwave plasma etching
reactor

Fig. 2 Calculation model for gas flow in the plasma chamber
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Nin5
nCmK

2Ap
DtA, (3)

wheren is the number density upstream or downstream.
The inlet and outlet flow conditions are set by using the suc-

cessive estimation flow velocity~SEFV! method@16#. In addition,
the flow rate is adjusted by using a virtual flow-rate control valve.
Conventionally, the flow rate had to be set by changing the up-
stream pressure by trial and error in the DSMC method because
the flow rate was obtained after calculation. Here, a virtual up-
stream region is designated upstream, and the virtual valve is set
on the wall of the plasma chamber at the gas inlet. Some incoming
molecules from the gas inlet are reflected diffusely at the valve,
with rejection occurring when the flow rate exceeds a set value. In
this way, the flow can be calculated based on the conditions of the
outlet pressure and the flow rate, which are commonly used in
designing industrial vacuum chambers.

In semiconductor manufacturing processes, aluminum and
polysilicon films are often etched by chlorine gas. A gas pressure
of around 1 Pa is used to etch aluminum films, and it is estimated
that in terms of chemical etching, the chlorine radical Cl is the
main etchant under this pressure condition@20#. It can then be
assumed that the etching rate is determined by the flux of this
radical onto the substrate with a uniform ion flux distribution. The
models of dissociation and etching reaction are simplified to gen-
eralize the results.

The reaction scheme for etching aluminum by Cl2 is as follows:
Cl21e→2Cl ~Dissociation in the plasma; e is an electron!
3Cl1Al→AlCl3↑ ~aluminum film etching reaction!.
The reaction scheme for etching polysilicon film by Cl2 is as

follows:
4Cl1Si→SiCl4↑ ~polysilicon film etching reaction!.
Here, the chlorine atom Cl is the radical, and AlCl3 and SiCl4

are the etch-products. This etching reaction model for simulation
by the DSMC method is shown schematically in Fig. 2. That is,
the molecules of Cl2 gas supplied to the chamber dissociate into
Cl radicals in the plasma area according to the radical dissociation
probability Prr . The radical dissociation probabilityPrr 51
means that the dissociation occurs when the every Cl2 molecule
enters into the plasma region. Therefore, the results may be
equivalent to ones obtained by using Cl as a source gas. When Cl
radicals reach the surface of the substrate by diffusion and flow,
they initiate the etching reaction according to the etching reaction
probability Pre , and the etch-products AlCl3 or SiCl4 are then
discharged to the chamber. The plasma region is assumed to
spread throughout the entire chamber as shown in Fig. 2. Because
the plasma in a magneto-microwave reactor is designed to extend
throughout the entire chamber, this assumption is appropriate.

Because the gas and film for etching depend on specific semi-
conductor fabrication processes, etching equipment must be ex-
tensible to a variety of conditions since the types of radicals and
etch-products vary depending on the processes. Compatibility
with many kinds of processes in the same chamber structure is
desirable for equipment in this industry. To investigate general
characteristics common all processes, all three kinds of particles
in the chamber~reactive gas molecules, radicals and etch-
products! are assumed to be monatomic molecules with the same
mass and molecular diameter as Cl2 . Moreover, the etching reac-
tion probability Pre and radical dissociation probabilityPrr are
both assumed to be 1.0. These assumptions also lead to a simpli-
fication of the numerical procedure.~In the last section of this
paper, the effect ofPre will be examined.! We assume that par-
ticles are reflected diffusely by the chamber wall, and that par-
ticles other than the radicals causing the etching reaction are re-
flected diffusely by the substrate. The temperatures of the chamber
and substrate are assumed to be the same as that of the gas which
flows in.

Incident molecules flowing in the virtual upstream area are all
Cl2 molecules from the parent gas, so that the densities of radicals

and etch-products are zero in this region. However, the densities
of the species downstream cannot be given at the beginning of the
calculation because they are obtained as results of the calculation.
The densities of species at each time step for incident particles
from downstream are then determined according to a method
similar to the SEFV method@16# mentioned previously. The con-
centrations of incoming molecules from the outlet are determined
at each time step, as in the SEFV method. Accordingly, the con-
centrations of the molecules exhausted from the outlet are
checked at each time step and then used as the concentrations of
the incoming molecules for the next time step. After the flow and
concentrations in the plasma chamber reach steady-state, the con-
centrations at the outlet, which are calculated from the ratios of
each species to the accumulated number of exhausted molecules,
are as the concentrations of the incoming molecules for the next
time step. The expected result~the normal-direction differentia-
tion is 0! is finally obtained at the downstream boundary with no
change in density.

Next, molecular collisions are calculated in each cell by its
collision probability. Molecular collisions in diluted gas are over-
whelmingly like binary collisions involving just two molecules.
The molecular collision calculations are based on the maximum
collision number method with a hard-sphere molecular model
@21#.

It is necessary to promptly exhaust etch-products that may de-
crease the etching rate by adhering to the substrate again. To
evaluate the effect of removing etch-products around the sub-
strate, the ventilation rateRven is defined as follows, as a function
of the numbers of incident radicals and etch-products on the sub-
strate,Nr andNp , respectively:

Rven5
Nr

Nr1Np
. (4)

Here, a large ventilation rateRven means that etch-products will
be removed from the area around the substrate, and the etching
rate will improve.

The mean free pathl0 of Cl2 gas at a pressure of 0.67 Pa and
a temperature of 293 K is 4.47 mm. This means that the molecular
diameter is 5.51310210 m. The time stepDt is set to be 0.25
l0 /Cm . A cell size is set as smaller than the mean free path, and
in the following calculations the maximum number of simulation
molecules and cells in the chamber are 600,000 and 24,000. The
calculation is continued until the flow and density reach steady-
state and afterwards the statistical error of each physical proper-
ty’s value becomes sufficiently small.

The calculation time by using a workstation with a 180-MHz of
CPU is about 40 hours/case.

2.2 Influence of Knudsen Number on Rarefied Gas-Flow
Structures. As shown in Figs. 1 and 2, the radial-flow gas-
supply structure in this model has the gas inlet installed on the
lower sidewall of the chamber, while the gas outlet is installed at
the bottom, beyond the perimeter of the substrate. The inlet has
the shape of cylindrical slit as shown in Fig. 1. Under such con-
ditions, the gas-flow patterns are examined with the Knudsen
number changed by changing the gas pressure.

2.3 Influence of Gas-Supply Structure on Gas-Flow Pat-
tern. Because etching is used in several different processes on
semiconductor fabrication lines, the gas pressure depends on the
process conditions. Therefore, it is undesirable to design gas pres-
sure in the equipment only from the viewpoints of improving the
gas-flow pattern and the ventilation rate of etch-products, because
this narrows the application of the equipment. It is preferable to
change the gas-supply structure and improve the ventilation rate
by implementing a better gas-flow pattern. When diffusion is pre-
dominant in the transport of gas species, the effect of ventilation
does not change, even if the gas-flow pattern is changed. How-
ever, the Peclet number, Pe,~UL/D, whereU is the flow velocity,
L is the characteristic length, andD is the diffusion coefficient!,
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which gives the ratio of convective to diffusive mass transport, is
around 1.0 under the conditions of a flow rate of 100 cm3 min21,
a pressure of 0.67 Pa, and a chamber diameter of 324 mm. This
means that both flow and diffusion are effective for transportation,
and it is thought that the gas-flow pattern influences the exhaust-
ing of etch-products under such low-pressure conditions. Three
types of gas-supply structures are investigated, as shown in Fig. 3:
a radial-flow structure~Type A!; an upward-flow structure~Type
B!; and a downward-flow structure~Type C!. The gas inlets for
Type A and B have a shape of a cylindrical slit, and the gas inlet
for Type C has a shape of a circular hole. The chamber heightH0
is 210 mm.

3 Results and Discussions

3.1 Knudsen Number and Rarefied Gas-Flow Pattern.
Figures 4~a! and ~b! show the distributions of the velocity vector
in the radial-flow gas-supply structure~Type A! for two different
Knudsen numbers and pressures with a constant flow rate~40
cm3min21!. The Knudsen number Kn is defined by using the
chamber radius (R5162 mm) and the chamber pressurePc . The
chamber pressurePc was averaged in the chamber. When Kn is
0.09, the flow velocity vector has a circulation flow pattern, as
shown in Fig. 4~a!. However, for Kn of 0.009, the pattern shows
stagnation pattern such that the direction of the flow velocity vec-
tor becomes erratic, as shown in Fig. 4~b!. In this case, the flow
enters from the gas inlet and turns directly toward the outlet. This
flow pattern is the same as that obtained from an analytical result
for continuous fluid flow. The ratio of the flow velocity in the
z-direction at the center axis at the height ofz5100 mm to that at
the outlet,vzc /vz0 , is 0.34 for~a! and less than 0.05 for~b!. The
circulation flow is obviously strong in Fig. 4~a!. The velocity at

the gas inlet is less in Fig. 4~b! than that in Fig. 4~a!. This is due
to the decrease in volume flow rate resulting from the increase in
pressure.

A decrease in the Knudsen number more strongly promotes the
formation of a stagnation flow than does a decrease in the flow
velocity at the gas inlet. The reason is that the pattern of this
stagnation flow does not disappear even at ten times the flow rate,
as in Fig. 4~c!. When the Knudsen number is changed under the
condition of a constant mass-flow rate, the Reynolds number does
not change. However, when the Knudsen number is changed by
changing chamber size, the flow pattern should not be compared
because in this case the Reynolds number does change. In the
latter case, the Reynolds number does not change if the mass-flow
rate is changed in inverse proportion to the Knudsen number.
Therefore, the influence of changing the Knudsen number by
changing the chamber size on the flow pattern can be seen by
comparing Figs. 4~a! and ~c!.

Figure 5 shows the relationship between ventilation rateRven
and Knudsen number Kn at a constant flow rate. These results
clarify that etch-products are exhausted promptly at larger Knud-
sen number~that is, lower pressure!, increasing the ventilation
rateRven . The Cl2 gas molecules of the parent gas are dissociated
and hardly exist in the chamber because the radical dissociation
probability Prr is 1.0 in the calculation, so most of the molecules
that collide with the substrate are radicals and etch-products. This
corresponds to the conditions of a higher-density plasma. The dis-
sociation probability strongly depends on the process conditions,
such as plasma density, gas pressure and kind of gas. For the sake
of simplifying the phenomena and comprising more different
kinds of etching processes, the dissociation probability was as-
sumed as 1.0.

It is also asserted that the model of the simulation in this paper
can be applied to the etching of aluminum besides silicon. Silicon
is rather strongly influenced by incidence distribution of ion than
aluminum. Aluminum is said that the influence of incidence dis-
tribution of radical is stronger than ion. It is also said that both Cl2
and Cl can etch aluminum@22#. Therefore it is considered that the
results under the condition of the dissociation probabilityPrr 51
is fitted for aluminum etching. However, degree to which the in-
cidence of etch-products on the wafer causes etching-rate decrease
is similar for aluminum and silicon.

The reason why the absolute value of the ventilation rate is
small ~0.5 or less! is that because the etching reaction probability
Pre on the substrate is 1.0, the radical density there is decreased.
The effect of the Knudsen number on the ventilation rate is simi-
lar, although in actual equipmentPrr and Pre are depend on the
film properties and the density of the plasma.

3.2 Gas-Supply Structure and Flow Pattern. Figure 6
shows the distributions of the flow velocity vector for each of the
gas-supply structures, Type A, Type B, and Type C (Di

Fig. 3 Gas-supply structures, „a… Type A „radial flow …, „b… Type
B „upward flow …, and „c… Type C „downward flow …

Fig. 4 Velocity-vector distribution for Type A: „a… KnÄ0.09 „Q
Ä40 cm3 min À1

…, „b… KnÄ0.009 „QÄ40 cm3 min À1
…, „c… Kn

Ä0.009 „QÄ400 cm3 min À1
…

Fig. 5 Ventilation rate Rven and Knudsen number Kn for
Type A

Journal of Fluids Engineering JUNE 2002, Vol. 124 Õ 479

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



570 mm), under the conditions of a flow rate of 100 cm3 min21

and a pressure of 0.67 Pa. Type A, Type B, and Type C, the
gas-flow patterns are stagnation, circulation, and impact flow, re-
spectively. The flow pattern for Type A is stagnation because Kn is
0.03.

Because gas inlet is bent upward for Type B, the flow pattern is
circulation as the gas rises along the sidewall and then descends
toward the outlet from the middle of the chamber. For Type C, the
flow descends along the center axis toward the substrate, collides
with the substrate and then turns toward the outlet. This shows
that in fact the gas-flow pattern in the chamber does depend
greatly on the gas-supply structure.

As shown in Fig. 7, the simulation results for ventilation rate
Rven are also compared with experiment results for etching rate
ERobtained by using an experimental etching reactor. The experi-
ment results were obtained for a nonpatterned polysilicon film.
The results show thatRven improves in the order of Type A, B,
and C, and this trend agrees with that of the experimental results
for ER. The ventilation rates and etching rates are normalized by
the ventilation rateRvenA and etching rateERA for Type A. By
changing the flow pattern from a radial one to an impact one, the
etch-products around the substrate are promptly exhausted and the
etching rate is improved.

Simulation results for the concentration distributions of etch-
products in the chamber for each of the three gas-supply structures
are shown in Figs. 8~a!, ~b!, and ~c!. The concentration of etch-
products near the substrate decreases in the order of the radial-
flow structure~Type A!, the upward-flow structure~Type B!, and
the downward-flow structure~Type C!. Because the flow pattern
in the chamber is stagnation for Type A, etch-products are trans-
ported to the outlet only by diffusion as shown by the large arrow
in Fig. 8~a!. For Type B, etch-products that diffuse up to the
middle of the chamber by the diffusion are transported to the

outlet by circulation flow. It is thought that for Type C, etch-
products are exhausted effectively by a flow that goes from the
upper side to the lower side and then collides with the substrate.
Its etching-rate uniformity was also confirmed separately@23#.
Thus, the downward-flow gas-supply structure~Type C! was
adopted for a new reactor design.

3.3 Influences of Gas-Inlet Diameter, Pressure, Flow Rate,
and Etching Reaction Probability for the Gas-Supply Struc-
ture Type C. Figure 9 shows simulation results for the relation-
ship between the ventilation rateRven and the gas-inlet diameter
Di for Type C (Q5150 cm3 min21,Pc50.67 Pa). It is under-
stood that there is an optimized gas-inlet diameterDi for which
the ventilation rate is maximized. WhenDi is large, gas flows
directly from the gas inlet to the outlet, the flow velocity near the
substrate decreases, and the effect on the substrate of exhausting
the etch-products worsens. On the other hand, whenDi is too
small,Rven decreases because the area where the flow velocity is
fast becomes localized and the etch-products from the entire sub-
strate cannot be exhausted sufficiently.

Figure 10 shows the influence of the flow rateQ and the cham-
ber pressurePc on the ventilation rateRven for a gas-inlet diam-
eterDi of 175 mm. It is understood that the influence of pressure
on the ventilation rate is large even for Type C as well as Type A
as shown in Fig. 5. The ventilation rateRven decreases with higher
pressure or lower flow rate, although the influence of flow rate is
smaller than that of pressure. The reason for this is that both the
amount of etch-products and the amount of radicals incident on
the substrate increase when the flow rate increases.

Figure 11 shows simulation results for the mean-residence time
ts from when etch-products are discharged from the substrate un-
til they are exhausted through the outlet. The mean-residence time
ts decreases with lower pressure or higher flow rate. It can also be

Fig. 6 Velocity vector distributions for the three gas-supply
structures „KnÄ0.03…

Fig. 7 Effect of gas-supply structure on ventilation rate Rven
„by simulation … and etching rate ER „by experiment …

Fig. 8 Etch-product concentration contours for the three gas-
supply structures „KnÄ0.03… „normalized by the maximum …

Fig. 9 Effect of gas-inlet diameter Di for the downward-flow
gas-supply structure „Type C … on ventilation rate Rven „Q
Ä150 cm3 min À1,PcÄ0.67 Pa…
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estimated macroscopically as the time over which the density is
reduced by half, such thatts50.697(Pc•Vc)/(Q•P0) ~whereVc
is the chamber capacity andP0 is atmospheric pressure!, or 0.026
s ~for Q5200 cm3 min21 andPc50.67 Pa!. This mean-residence
time is twice that obtained by simulation. The reason is thought to
be that in the simulation etch-products are exhausted efficiently by
riding on the stream from the substrate near the outlet, while in
the macro calculation the value obtained is an average value of the
residence time for all particles throughout the chamber.

Simulation results for the effect of etching reaction probability
Pre on ventilation rateRven for Type C are shown in Fig. 12. The
gas flow rate is 100 cm3 min21, the pressure is 0.5 Pa, and the
dissociation probabilityPrr is 1.0. When the etching reaction
probability Pre decreases, the ventilation rateRven increases as
the radical flux to the substrate increases and the etch-product flux
decreases. The etching reaction probabilityPre is said to be close
to 0.1 for etching silicon with chlorine@24#, and 0.2–0.3 for etch-
ing aluminum with chlorine@25#.

Simulations were done for the magnetomicrowave plasma etch-
ing reactor in this paper. It is hard to generalize the gas flow effect
in the etching reactors because there are many kinds of etching
processes using different gases and films with different plasma
reactors. Therefore, we used simple models for the gas dissocia-

tion and etching reaction for the sake of simplifying the phenom-
ena and comprising more different kinds of etching processes.
This paper focused on the effects of gas flow structures on the
ventilation rate~nondimensional factor!. There are not large dif-
ferences of gas-flow conditions among many kinds of high-
density plasma etching reactors. Also the pressure~kind of gas! is
generalized using Knudsen number. Therefore, it is considered
that these results can be applied to other kinds of low-pressure/
high-density plasma reactors using helicon source, and ICP, etc.

4 Conclusion
An axisymmetrical model for analyzing the rarefied gas flow in

a magneto-microwave plasma process reactor by using the DSMC
method with flow rate, downstream pressure was developed, and
the effect of various rarefied-gas-flow structures on the removal of
etch-products in the etching reactor was examined. As a result, it
was determined that the flow pattern and etch-product removal are
greatly affected by the Knudsen number and the gas-supply struc-
ture. In the case of a radial-flow gas-supply structure, when the
Knudsen number is increased, the flow pattern in the chamber
changes from stagnation to circulation and the ventilation rate
increases. Moreover, it was shown that for a radial-flow gas-
supply structure, an upward-flow structure, and a downward-flow
structure, the flow pattern in the chamber changes from stagnation
to circulation to impact flow, respectively, and the ventilation rate
improves with each change. Specifically, the ventilation rate of the
downward-flow structure increased to 1.5 times that of the radial-
flow structure, and this showed a similar tendency to experimental
results for etching rate. Selecting a gas-supply structure from the
viewpoint of etch-product removal is important for high-speed
etching equipment. Thus, the downward-flow gas-supply structure
was adopted in the design for a second-generation magneto-
microwave plasma etching reactor with higher etching-rate capa-
bility. These results can be also applied to other high-density-
plasma, low-pressure etching reactors, such as ICP and helicon
plasma reactors.

Nomenclature

Cm 5 most probable speed of gas atoms
D 5 diffusion coefficient

Di 5 gas-inlet diameter
ER 5 etching rate

ERA 5 etching rate of Type A
f in 5 probability density function of molecular velocity

for molecules flowing into the flow fields from the
upstream or downstream boundaries

H0 5 chamber height
Kn 5 Knudsen number

L 5 characteristic length
m 5 molecular mass
n 5 number density

Nr 5 radical flux onto the substrate

Fig. 10 Effect of chamber pressure Pc on ventilation rate Rven
for the downward-flow gas-supply structure „Type C … „Di
Ä175 mm …

Fig. 11 Effect of gas flow rate Q and chamber pressure Pc
on mean residence time tc of etch-products „Type C …

„DiÄ175 mm …

Fig. 12 Effect of etching reaction probability Pre on ventilation
rate Rven „Type C … „DiÄ175 mm, QÄ100 cm3 min À1,PcÄ0.5 Pa…
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Np 5 etch-product flux onto the substrate
Pc 5 chamber pressure
Pe 5 Peclet number
P0 5 atmospheric pressure
Prr 5 radical dissociation probability
Pre 5 etching reaction probability

Q 5 flow rate ~in normal state!
Rven 5 ventilation rate

Vc 5 chamber capacity
u,v,w 5 velocity components of atoms

l 5 mean free path of molecules
ts 5 mean residence time

DSMC 5 direct simulation Monte Carlo method
ECR 5 electron cyclotron resonance
ICP 5 inductively coupled plasma

ULSI 5 ultra large scale integration
SEFV 5 successive estimation flow velocity
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Shock Wave Propagation
Into a Dust-Gas Suspension
Inside a Double-Bend Conduit
Using conduits in which a transmitted shock wave experiences abrupt changes in its
direction of propagation is an effective means for shock wave attenuation. An additional
attenuation of the transmitted shock wave is obtained when the medium contained inside
the conduit (through which the shock wave is transmitted) is a suspension rather than a
pure gas. The present numerical study shows that adding small solid particles (dust) into
the gaseous phase results in sharp attenuation of all shock waves passing through the
conduit. It is shown that the smaller the dust particles diameter is, the higher the shock
attenuation becomes. Increasing the dust mass loading in the suspension also causes a
quick attenuation. By proper choice of dust mass loading in the suspension, or the par-
ticles diameter, it is possible to ensure that the emerging wave from the conduit exit
channel is a (smooth) compression wave, rather than a shock wave.
@DOI: 10.1115/1.1466457#

Introduction
The propagation of an initially planar shock wave inside a

double-bend duct was studied experimentally and theoretically/
numerically by Igra et al.@1#. It was shown there that the flow
field prevailing behind the transmitted shock wave is highly non-
steady and nonuniform. In addition, the abrupt changes in the flow
direction cause rapid attenuation of the transmitted shock wave.
It is apparent from those results@1# that very good agreement
exists between the recorded wave pattern inside the double-bend
conduit and its simulation, as well as between recorded and
computed pressure histories. This confirms the reliability of the
physical model ~Euler equations! and its numerical solution.
Falcovitz and Igra@2# studied, numerically, shock wave structure
in dusty gas suspension. The aim of the present paper is to in-
vestigate by means of numerical simulation the effect of dust sus-
pension on the flow field inside a double-bend conduit, behind
the transmitted shock wave. Effects associated with changing the
dust particle diameter and the dust loading in the suspension are
studied.

Theoretical and Numerical Background
In the present study, a two-fluid model is employed for simu-

lating the gas-particle suspension, where the solid phase is dilute
enough to ignore its partial volume and its partial pressure in the
suspension. The solid particles are assumed to be rigid spheres,
their sole physical interaction with the gas being an exchange of
momentum and of heat. Assuming that the carrying gas is inviscid
yields that the flow governing equations are the Euler equations
expressing conservation of mass, momentum and energy. It is also
assumed that the considered compressible gas can be treated as an
ideal gas, i.e., it has a simple equation of state. Likewise, the
‘‘particle fluid’’ flow is also governed by the hydrodynamic con-
servation laws, but for a fluid having zero-pressure. Under these
assumptions the governing equations for the considered nonsta-
tionary two-phase flow can be written in the Cartesian coordinates
(x,y) as:

]U

]t
1

]F

]x
1

]G

]y
5H (1)

whereU is the vector of unknown flow variables;F, G andH are
fluxes in thex- andy-directions and the source terms, respectively
which are as follows
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The gas is assumed to obey a polytropic equation of state:

p5rgRTg (2)

In the equations above, variablesp, r, T, andu, v are the pressure,
density, temperature and velocity components in thex- and
y- directions ~subscriptsg and p refer to the gas and the solid
particles, respectively!; E5CmT1(u21v2)/2 is the specific
total energy~Cv is the specific heat capacity of the gas at constant
volume andCm is the heat capacity of the solid particle material!.
The source terms on the right side of Eq.~1! create a coupling
between the equations governing the flow of the two phases.
The viscous interaction between the gas and the solid phase is
accounted for by employing the following drag forcefW and a heat
exchange rateq:
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wherem andd are the mass and diameter of a single particle;m,
Pr andCp are the gas viscosity, Prandtl number and specific heat
capacity at constant pressure. In addition, empirical expressions
for the drag coefficientCD and Nusselt number Nu are chosen
from the literature. Frequently used expressions are@3#:

CD50.48128 Re20.85

Nu52.010.6 Pr1/3 Re1/2

Res5rg@~ug2up!21~vg2vp!2#1/2d/m

where Res is the slip Reynolds number based on the particle di-
ameter. These expressions forCD and Nu were also employed in
Rudinger and Chang@4#, Miura and Glass@5#, Igra, Elperin and
Ben-Dor @6# and many others. Use of similar correlations forCD
and Nu in gasdynamic conservation laws schemes has also been
validated by comparison to experiments, e.g., Aizik et al.@7#.

Using the operator-splitting technique, Eq.~1! is replaced by
the following three conservation laws:
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Due to the split procedure, the two-dimensional finite-difference
scheme for the integration of Eq.~1! can be obtained by applying
a sequence of one-dimensional conservation law schemes to Eqs.
~3!. Moreover, in Eqs.~3a,b!, the gas-phase equation is not
coupled with the particle-phase equation. The gas Euler equation
in conservative form is solved using the GRP scheme@8–10#. The
proposed numerical scheme GRP~Generalized Riemann Problem!
is especially suitable for producing solutions to compressible
flows with shock or contact discontinuities, which characterize
shock wave diffraction phenomena. The particle fluid of zero-
pressure, however, requires a different numerical method, for ex-
ample the MacCormack scheme@11# for solving the particle-phase
equation. LetLx andLy be the one-dimensional operators corre-
sponding to Eqs.~3a! and ~3b!, the integration of Eq.~3a,b! for
the gas and particles are given, respectively, by:
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Here, based on the observation in Igra et al.@12#, the simplified
splitting given in Eq.~4! is adopted since it is more efficient and
yields virtually indistinguishable results compared with the more
accurate splitting given by Strang@13#. Equation~3c! is solved
using a predictor-corrector scheme and for each half time-step, its
integration is obtained using a predictor step followed by a cor-
rector step,
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All the above schemes are finite-difference schemes of second-
order accuracy in time and in space.

The computational domain is a rectangle of 200360 mm,
which is divided into a uniform Cartesian mesh of 6003180
square cells. The validity and accuracy of the two-phase modeling
has been confirmed by comparison to shock tube experi-
ments where a planar shock wave has been driven into a dusty
gas suspension@14#. Good agreement was observed between
the measured shock wave attenuation and the corresponding
simulations.

Results and Discussion
In the following the obtained results are compared with a simi-

lar pure gas case; the case studied experimentally and numerically
by Igra et al.@1#. The investigated flow field is shown schemati-
cally in Fig. 1. Items marked as P1, P2, P3, and P4 in Fig. 1
indicate locations at which pressure histories are computed. A
sample case from Igra et al.@1# study, obtained for the geometry
shown in Fig. 1, is given in Fig. 2. This figure, which includes
experimental shadowgraph and schlieren photos~Fig. 2a! and the
corresponding simulations~Fig. 2b!, will serve as pure-gas refer-
ence for comparison with results obtained for similar dusty flows.
The effects caused by the dust presence on the post shock flow are
shown in Figs. 3–12. In all cases shown in Figs. 3–5 the dust
loading ish52 ~h[rp0 /rg0, which is equal to the dust-gas mass
ratio in the suspension! and the particle’s diameter is varied from
5 mm in Fig. 3 to 50mm in Fig. 5. The following dust physical
properties are employed in the present computations:Cm

51000 J/~Kg•K) and rm52500 Kg/m3 ~rm is the dust material
density!. At t50 the whole space inside the duct shown in Fig. 1
is uniformly filled with a dusty suspension. In the first 50 mm of
the entrance channel to the double-bend duct~not shown in Fig. 1!
the transmitted shock propagates in pure air. In all simulations the
following initial conditions are used: P050.97 bar, T0
5296.5 K andMs51.347; withg51.4 and the molecular weight
for air of 29. The entrance boundary conditions prescribe the post-
shock air flow, while at the exit~bottom right of Fig. 1! non-
reflecting boundary conditions are prescribed.

Comparing results shown in Figs. 3–5 with those obtained for a
similar pure gas case~Fig. 2! reveals the following. As could be
expected, the smaller the dust particle, the faster is its response to
changes in the flow conditions generated by the transmitted shock
wave. This leads to a relatively quick relaxation, which eventually
brings the suspension to a new equilibrium state. This indeed is
the case as is evident from comparing Fig. 3 with Fig. 2~b!. As is
apparent from Fig. 3, where the smallest particles are involved
(d55 mm), the dust’s effect on the suspension flow field is ex-
tremely fast. It completely alters the wave pattern observed in the
pure gas case, which is shown in Fig. 2. The transmitted shock
wave in Fig. 3 is weaker than its counterpart in Fig. 2; it has not
reached the conduit right vertical wall att5250 ms while in the
pure gas case it is seen reflected from this wall at the considered
time. Furthermore, while in the pure gas case, att5250 ms, a
strong reflected shock wave is clearly observed from the conduit
bottom; in the case of fine dust particles~d55 mm shown in Fig.
3 at t5250 ms! the reflected wave from the conduit bottom is a

Fig. 1 Schematic description of the investigated conduit. All
dimensions are in mm. M sÄ1.347, P1, P2, P3 and P4 indicate
positions where pressure histories are computed.
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weak compression wave. It is seen only as a shift in lines of
constant density shown in Fig. 3. The strong attenuating effect of
the small dust particles is further noticed at late times. While in
Fig. 2 strong shock wave reflections from all the conduit’s walls
are clearly visible, in Fig. 3 the only visible wave is the one
engulfing the low-pressure zone generated by the corner-shed vor-
tex. All other waves attenuate to Mach waves, resulting in regions
of a fairly uniform flow at the right half of the conduit; see Fig. 3
at t5525 ms. At this time no quasi-uniform zones can be detected
in the similar pure gas case, as is evident from Fig. 2~b!. Increas-
ing the diameter of the dust particles results in an increase in their
mass and thermal inertia and as a result it takes longer time until
the suspension reaches a new equilibrium state behind the trans-
mitted shock wave@3#. This indeed is the case as is evident from
comparing Fig. 5~whered550 mm! with Fig. 2. The suspension
shown in Fig. 5 behaves almost like a frozen flow, i.e., the dust
presence has almost no effect on the observed wave pattern~in
comparison with a similar pure-gas case!, during the observed
flow duration. Again, the only clearly visible difference is seen in
proximity to the corner-shed vortex.

For demonstrating the convergence of the used numerical
scheme the case shown in Fig. 4~a! was re-computed using a
higher grid resolution, i.e., 12003360 square cells instead of the
6003180 used for obtaining the results shown in Fig. 4~a!. It is
clear from comparing Fig. 4~a! with Fig. 4~b! that no significant
difference is observed due to this change. The almost non-
detectable effects associated with changes in the grid size will also
be demonstrated subsequently, when pressure histories at various
points in the considered duct will de discussed. Throughout the
present solution a nonreflecting boundary condition was imposed
on the dust particles when they hit the conduit walls. One might
ask how the flow and wave pattern would be influenced had
the boundary condition been taken as elastic rebound. As is clear

Fig. 2 „a… Shadowgraph Õschlieren results in pure air. Initial flow conditions are: P 0Ä0.97 bar, T0
Ä296.5 K and M sÄ1.347. „b… Simulations of the flow shown in Fig. 2 „a….

Fig. 3 Flow simulation for dusty gas, d Ä5 mm, hÄ2. Initial
conditions as in Fig. 2.
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from comparing Fig. 4~c! with Fig. 4~a! the differences are hardly
detectable.

The strong influence that the small dust particles (d55 mm)
have on the evolving flow inside the duct can be seen in Fig. 6
where the pressure distributions along the duct’s upper wall are
shown for different times. A schematic view of the duct geometry
~not to true scale! is shown at the top of Fig. 6. For comparison,
pressure distribution obtained for a similar pure gas case, att
5225 ms, is also shown in this figure. A comparison between the
pure and the dusty gas cases shows that in the dusty case, the dust
presence causes strong attenuation of the transmitted shock wave.
This is clearly seen by comparing the position of the transmitted
shock-front, att5225 ms, in the pure gas and in the suspension
cases. Simultaneously with the reduction in the propagation ve-
locity of the transmitted shock wave, the pressure jump across the
shock front is significantly reduced in the suspension case; it is
about 20 percent lower than what is obtained in a similar pure gas
case. With progressing time (t.225 ms) the transmitted shock
wave, in the suspension, is reduced to a compression wave. This
process is also visible in Fig. 6.

As mentioned, a noticeable difference between the dusty and
the pure gas cases is visible in proximity to the corner-shed vor-
tex; see Figs. 3–5 and 2~b!. In order to have a clear view of the
suspension-flow behavior at this zone the flow field shown as lines
of constant density in Fig. 3, att5525 ms, is replotted in Fig. 7.
In Fig. 7~a!, the plot shown in Fig. 3 is repeated using a larger
scale. The added dash-dotted line, connecting the two expansive
corners of the duct, is to be used as an axis along which the flow

variables are to be computed. Figure 7~b! shows variations in the
suspension pressure and in the gaseous phase density along this
line. It is apparent from Fig. 7~b! that while the pressure distribu-
tion shows a smooth behavior, the gas density plot experiences
fast changes while crossing the vortex~points 1, 2, 3, and 4! and
the ‘‘interface’’ ~points 0, 5 and 6!; this interface does not exist in
the similar pure gas case~in Fig. 2~b!!. The reason for its exis-
tence could be understood from observing Figs. 7~c! and 7~d!. In
Fig. 7~c! lines of constant spatial dust density are shown. It is
clear from this figure that unlike the gaseous phase, in the solid
phase there are two zones of almost constant spatial dust density.
The two zones of almost constant density are separated by a layer
in which large density gradients, in the dust spatial density, takes
place. This is confirmed in Fig. 7~d! where variations in the dust
spatial density along the line connecting the two expansive cor-
ners of the duct are shown. It is clear from Fig. 7~d! that the
transmitted shock wave and the corner-shed vortex push the dust
particles downstream generating an almost dust-free zone up to
x'40 mm. As a result a pronounced increase in the dust spatial
density exists in a narrow region, 40 mm,x,48 mm. Further
downstream an almost constant dust spatial density is observed.
The ‘interface’ observed in the gas density variations~in Fig. 7~b!
matches the local high density dust layer.

Effects associated with changes in the dust mass loading on the
observed wave pattern inside the double bend conduit are shown
in Figs. 8–10; in all casesd510 mm. It is evident from compar-
ing these figures with those obtained for a similar pure-gas case
~Fig. 2~b!! that the amount of dust loading in the suspension has

Fig. 4 „a… Flow simulation for dusty gas, d Ä20 mm, hÄ2. Initial conditions as in Fig. 2. „b… Flow simulation as
in Fig. 4 „a… but with double number of grid points; „c… flow simulation as in Fig. 4 „a… but using elastic rebound
conditions for the solid particles.
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strong effect on the flow, and on the wave pattern observed behind
the transmitted shock wave. For a relatively low dust loading,
h50.5, the suspension behaves like a similar pure-gas case
throughout the investigated flow duration; see Figs. 8 and 2~b!.
While at early time (t5250 ms) the wave pattern shown in Figs.
8 and 2~b! is practically the same, at late times differences can be
seen. However, the major/strong waves observed in Fig. 2~b! can
also be found in Fig. 8. The difference between the two flows
~pure and dusty gases! will become apparent at late times, att
>525 ms, where the dust presence will start affecting the post-
shock flow. As seen before, a clear difference is found only around
the vortex. Increasing the dust mass loading in the suspension will
change the wave pattern. In Fig. 9 the dust loading is raised four-
fold, to h52. Now the dust is a dominant component in the sus-
pension and its presence has significant effect on the observed
wave pattern, although not instantly since the dust particle diam-
eter is not very small (d510 mm). At t5250 ms similar wave
patterns are seen in both Fig. 9 and Fig. 2. The dust attenuating
effect can be observed at this time since in Fig. 9 the diffracted
shock wave is seen just as it hits and reflects from the conduit
right vertical wall. In Fig. 2~b! this shock wave is clearly seen
after its head-on collision with the considered wall. At a later
time, t>375 ms, a very different wave pattern is seen in Fig. 9
and in Fig. 2~b!. The high dust loading causes fast attenuation of
shock waves inside the conduit. This is especially so at late times,
see Fig. 9 att5525 ms, where the only strong ‘‘wave’’ seen in-
side the conduit is the ‘interface’ engulfing the vortex and sepa-
rating between the low spatial density zone on the left of the
interface and the high spatial density zone on its right. When the

dust loading is further increased, toh55, the strong wave attenu-
ation is visible from early times. As early as t5250 ms very dif-
ferent wave patterns are seen in the pure-gas case~Fig. 2~b!! and
in Fig. 10. The diffracting shock wave and its reflection from the
conduit bottom are reduced in Fig. 10 to compression waves. In
all times shown in Fig. 10 the only visible place where strong
density gradients exist are the vortex shed from the expansive

Fig. 5 Flow simulation for dusty gas, d Ä50 mm, hÄ2. Initial
conditions as in Fig. 2.

Fig. 6 Pressure variations along the duct upper wall. Initial
conditions as in Fig. 2. In the suspension d Ä5 mm and hÄ2.

Fig. 4 „continued …
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Fig. 7 „a… Isopycnics in the gaseous phase. „b… Pressure and gas density variations along a line connecting the
two expansive corners at t Ä525 ms, dÄ5 mm, hÄ2. „c… Isopycnics in the solid phase. „d… Spatial dust density
variations along a line connecting the two expansive corners at t Ä525 ms, dÄ5 mm, hÄ2. Initial conditions as in
Fig. 2.

Fig. 8 Flow simulation for dusty gas, hÄ0.5, dÄ10 mm. Initial
conditions as in Fig. 2.

Fig. 9 Flow simulation for dusty gas, hÄ2, dÄ10 mm. Initial
conditions as in Fig. 2.
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corner and the interface. Again, in the dusty case zones of quasi-
uniform flow are visible; in contrast to the pure-gas case in which
no quasi-uniform flow regions can be observed.

The effect that changes in the dust mass loading in the suspen-
sion have on the computed pressures, at various positions inside
the conduit, is shown in Fig. 11. The studied locations are ports P1
to P4 marked in Fig. 1. As could be expected@3,5# when a planar
shock wave propagates into a dusty suspension the obtained post
shock pressure is higher than that prevailing behind a similar
shock wave propagating in a pure gas case. This is also evident
from the pressure histories shown in Fig. 11, for port P1, where
the pressure behind the planar shock wave entering the conduit is
presented. As expected, the higher the dust loading is, the higher
the post shock pressure becomes. The pressure immediately be-
hind the shock front is increasing until a maximum is reached;
thereafter the pressure is declining due to the low pressure gener-
ated by the vortex. In the considered study the flow behind the
transmitted shock wave is subsonic and therefore, disturbances
progress both upstream and downstream. At late times, outside the
investigated time covered in Fig. 11, an equilibrium pressure will
be reached. Pressure ports P2, P3, and P4 are located along the
exit channel from the conduit shown in Fig. 1. When comparing
the pressure jump across the shock front in port P1 with those
seen in ports P2 to P4 it is evident that the waves progressing
through the double bend conduit experience strong attenuation
due to the dust presence. It is therefore expected that upon reach-
ing the conduit’s exit the wave is significantly weaker than the
strength it had while propagating along the conduit’s inlet, at P1.
This is clearly visible in the pressure histories shown in Fig. 11.
Increasing the dust loading in the suspension not only reduces the
pressure jump across the transmitted shock wave, it also change
the shock into compression waves forh.2. In such cases a mo-

notonous pressure increase, toward an equilibrium value, takes
place behind the reduced shock wave~a Mach wave; see forh55
in Fig. 11!.

In the last figure, Fig. 12~a!, effects on computed pressure his-
tories associated with changes in the dust particle diameter are
shown. In all case shown in Fig. 12~a!, h52. As expected in dusty
shock waves@5#, the entering shock wave~at station P1! experi-
ences a pressure increase, following the sudden jump across the
shock front, owing to the deceleration of the flow caused by the
solid particles. The smallest the particle diameter is, the higher the
post shock pressure becomes. At the exit channel from the con-
sidered conduit, ports P2, P3, and P4, the transmitted shock wave
is significantly weaker than it was while entering the conduit. The
introduction of dust particles into the gaseous phase reduces the
pressure jump across the transmitted shock front and the prevail-
ing pressure thereafter, in comparison with a similar pure gas
case; see Fig. 12~a!. It is apparent from Fig. 12~a! that the stron-
gest pressure decline is observed in the case of the smallest par-
ticles. This is not surprising since all cases shown in Fig. 12~a!
have the same dust loading. This implies that for the case of small

Fig. 10 Flow simulation for dusty gas hÄ5, dÄ10 mm. Initial
conditions as in Fig. 2.

Fig. 11 Effects of changes in the dust loading on obtained
pressure histories at ports P1 to P4. d Ä10 mm. Initial condi-
tions as in Fig. 2.
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particle we have the largest number of particles in the suspension.
Therefore, the rate of momentum and energy transfer between the
two-phases is higher, resulting in larger reduction in the suspen-
sion pressure. If a double-bend conduit is employed for reducing
the strength of the transmitted shock~or blast! wave a further
attenuation, even down to a compression wave, is possible by
introducing small solid particles into the air filling the conduit.

It should be noted that in Figs. 11 and 12~a! a two steps jump is
seen in the pressure signatures shown for ports P2 and P4. The
double-jump results from the appearance of two shocks, in differ-
ent times, at the considered ports. The first is the transmitted

shock wave while the second jump is due to the arrival of the
shock reflected from the bottom of the duct’s exit channel.

For confirming the accuracy and quick conversion of the
present solution results shown in Fig. 12~a! were repeated for
particle diameter of 20mm using a finer grid, doubling the number
of grid points in each direction. When the obtained results were
presented using the same scale as in Fig. 12~a! no difference be-
tween the two could be detected. Therefore, a much finer scale for
pressure and time was selected; the obtained results are shown in
Fig. 12~b!. It is clear that doubling the grid’s point had practically
no effect on the obtained results.

Fig. 12 „a… Effects of changes in the particle diameter on obtained pressure histories at ports P1 to P4. hÄ2. Initial
condition as in Fig. 2 „a…. „b… Effects of changes in the grid resolution on the obtained pressure histories for hÄ2 and
dÄ20 mm. Initial conditions as is in Fig. 2.
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Conclusions
The dust presence has strong effect on the flow and wave pat-

tern developed behind an initially planar shock wave passing
through a double-bend conduit. The dust presence causes attenu-
ation of all waves inside the conduit. The smaller the dust particle,
the faster all shocks are attenuated. For particles having a diam-
eter ofd55 mm almost all shock waves which are present inside
the conduit in a similar pure-gas case were attenuated to
compression/Mach waves. The only visible strong gradients zone
is the interface separating between low and high dust spatial den-
sity zones inside the conduit. As a result of the shock waves
attenuation to compression/Mach waves in the dusty case (d
55 mm), zones of quasi-uniform flow are evident. This is not the
case in a similar pure-gas flow field. Changing the dust mass
loading in the suspension also has direct effect on the obtained
flow field and wave pattern. The higher the dust loading, the faster
the shock waves attenuation becomes. In the case whereh55 the
observed behavior is similar to that seen for the small dust par-
ticle, e.g., all shock waves were attenuated to compression/Mach
waves and quasi-uniform flow zones are observed in the flow field
inside the conduit. The dust presence alters the pressure histories
inside the conduit. While it causes a pressure increase behind the
entering planar shock wave, it reduces the pressure jump across
the transmitted wave at the conduit’s exit channel. The smaller is
the dust particle diameter, the stronger its effect is on the obtained
pressure history. Increasing the dust loading results in similar be-
havior to that seen while reducing the dust diameter. However,
faster attenuation is associated with increasing the dust mass load-
ing than in reducing the particle’s diameter. It is evident from Fig.
11 that forh55 the transmitted shock wave, when it reaches the
conduit’s exit, is reduced to a compression wave. From Fig. 12 it
is noticed that reducing the particle’s diameter to 10mm will
significantly reduce the pressure jump across the transmitted
shock front, at the conduit’s exit, but will not convert it to a
compression wave.
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The Relationship Between
Frictional Resistance and
Roughness for Surfaces
Smoothed by Sanding
An experimental investigation has been carried out to document and relate the frictional
resistance and roughness texture of painted surfaces smoothed by sanding. Hydrodynamic
tests were carried out in a towing tank using a flat plate test fixture towed at a Reynolds
number~ReL ! range of 2.8310625.53106 based on the plate length and freestream
velocity. Results indicate an increase in frictional resistance coefficient~CF! of up to
7.3% for an unsanded, as-sprayed paint surface compared to a sanded, polished surface.
Significant increases in CF were also noted on surfaces sanded with sandpaper as fine as
600-grit as compared to the polished surface. The results show that, for the present
surfaces, the centerline average height~Ra! is sufficient to explain a large majority of
the variance in the roughness function~DU1! in this Reynolds number range.
@DOI: 10.1115/1.1459073#

Introduction
Many practical engineering applications involve turbulent flows

over surfaces that have been smoothed by sanding. Examples
range from sailing hulls to models for wind and water tunnels.
While a great deal of drag data has been generated for sandgrain
roughness~most notably Nikuadse’s experiments on monodis-
perse, closely-packed sand@1#!, there are few reliable data for
sanded surfaces in which the surface is well documented. This is
noteworthy since sanded surfaces form a much larger presence in
engineering applications than sandgrain roughness. The purpose,
therefore, of the present investigation is to study the frictional
resistance of sanded surface roughness.

A large body of basic research has focused on the effect of
surface roughness on frictional resistance. Hama@2#, Ligrani and
Moffat @3#, Krogstad and Antonia@4# and many others have in-
vestigated the structure of the turbulent boundary layer over rough
surfaces. Raupach et al.@5# give a review of much of this work.
Studies focusing on the frictional resistance of ship bottom paints
have also been made. Grigson@6#, Townsin et al.@7#, Musker@8#,
and Lewkowicz and Musker@9# have all investigated these sur-
faces, and their results indicate that as-sprayed antifouling coat-
ings have significantly higher frictional resistance than a smooth
surface. An entire workshop was devoted to the subject of ship
hull roughness and drag@10#. However, most of the research into
the drag on marine paints has centered on predicting the economic
penalty of hull roughness on commercial ships, where sanding is
unfeasible.

The mean velocity profile in a turbulent boundary layer can be
expressed as:

U15
1

k
ln~y1!1B12v~y/d!P/k (1)

Clauser@11# noted that for rough wall flows, the log-law intercept
is shifted downward and that the shift correlates withk1, the
roughness Reynolds number, defined as the ratio of the roughness

length scale,k, to the viscous length scale,n/Ut . This downward
shift, DU1, called the roughness function, can be used to express
the mean velocity profile for rough wall flows:

U15
1

k
ln~y1!1B2DU112v~y/d!P/k (2)

Hama@2# showed that by evaluating Eqs.~2! and~3! at y5d, the
roughness function could be found by subtracting the rough wall
intercept from the smooth wall intercept,B, at the same value of
Red* . The roughness function therefore can be expressed as:

DU15SA2

cf
D

S

2SA2

cf
D

R

(3)

It should be noted that Eq.~3! is only valid provided bothP and
the velocity defect profile are the same for the rough and smooth
walls. The experimental evidence for this is somewhat contradic-
tory. Some research indicates that surface roughness increasesP
~e.g. @4#! and alters the velocity defect profile~e.g. @12#!, while
other studies~e.g. @13#! indicate that these are unchanged by
roughness. In the present study, no mean velocity profiles were
made. Therefore, the determination of the roughness function re-
quired the explicit assumption thatP and the velocity defect pro-
file are unchanged by the roughness to be made. Future studies are
planned that will include measurements of the mean velocity pro-
files over these sanded surfaces.

A universal roughness function for a given class of surfaces can
be defined ifk is related directly to the surface profile. Nikuradse’s
@1# pipe flow experiments on closely-packed, uniform sand rough-
ness show that this roughness type has a universal roughness func-
tion with k simply being the diameter of the individual sandgrains.
The results from Nikuradse’s experiments have been used to ex-
plain the behavior of generic, naturally occurring surface rough-
ness. This is evidenced by the widespread use of the equivalent
sandgrain height,ks . This parameter is defined as the sandgrain
height in Nikuradse’s experiment that has the same roughness
function in the fully-rough regime as the surface of interest. The
use ofks is attractive because it is simple, but is also problematic
because it is not physically related to the surface roughness profile
for generic surfaces of engineering interest. Most naturally occur-
ring rough surfaces do not behave like Nikuradse sand surfaces.
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Colebrook@14# first demonstrated this in a study of the irregular
surface roughness in pipes resulting from the manufacturing pro-
cess.

Nikuradse’s roughness function for uniform sand roughness has
led to the critical roughness height concept. This concept states
there exists some critical roughness height for surfaces below
which there is no increase in drag. This is termed the hydrody-
namically smooth condition. In this condition the individual
roughness elements are small enough to be completely submerged
in the viscous sublayer region of the boundary layer. In order to
have a hydrodynamically smooth surface,k1 must be less than a
critical value ranging from 2.25 to 5. For this surface type, if the
viscous length scale is known, a critical roughness height may be
specified for a surface below which a reduction in roughness
height causes no concomitant reduction in drag. A recent paper by
Bradshaw@15# questions the existence of a critical roughness
height on theoretical grounds. He argues that the roughness func-
tion should go asymptotically to 0 in the limit ask1 goes to 0.

Granville @16# offers three alternative methods for determining
the roughness function of a surface experimentally using pipe
flow, towed flat plates, and rotating disks, respectively. The pro-
cedure given for towed flat plates was used in the present inves-
tigation to determine the roughness function. Further details are
given in the Results and Discussion section of the paper. It should
be noted thatDU1 can also be obtained directly by measuring the
mean velocity profile over a rough wall. OnceDU1

5DU1(k1,@ l #) for a surface is known, it can be used in a bound-
ary layer code or a similarity law analysis to predict the drag of
any body covered with that roughness.

A great deal of effort has been made to correlate the roughness
function for a surface with its roughness statistics. This would
allow the drag change to be predicted based on knowledge of the
surface profile alone. However, development of a universal rela-
tionship to correlate the roughness function to the surface rough-
ness length scales has been illusive. Several researchers have at-
tempted to correlate the roughness function with a roughness
height and density parameter for relatively simple uniform rough-
ness@17,18#. Koch and Smith@19# and Acharya et al.@12# both
looked at the effect of machined roughness on frictional resis-
tance. Acharya et al. found that collapsing the roughness functions
for these surfaces to a universal curve usingRa alone was not
possible and suggested that the deviation in the slope angles of the
roughness might allow better correlation. Both Townsin et al.@7#
and Musker@8# have proposed correlations that include roughness
height as well as texture. Townsin proposed that a height param-
eter,h, based on the first three even moments of the profile power
spectral density reasonably collapsed the roughness functions for
ship hull surfaces. Townsin and Dey@20# give the following for-
mulation for the roughness function of ship hull coatings based on
their modified roughness Reynolds number:

DU15
1

k
ln~110.18h1! (4)

where
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Musker @8# suggests an alternative roughness scale that incor-
porates the skewness and kurtosis of the roughness height distri-
bution. Grigson@6# asserts that the statistics of the surface profile
alone cannot be relied upon to predict the roughness function. He
contends that only experimental testing of the surface of interest
allows accurate determination of the roughness function. It is of

note that Grigson’s results indicate that the roughness functions of
some ship hull coatings do not behave as either Nikuradse or
Colebrook-type functions and may have multiple inflection points.

The goal of the present experimental investigation is to docu-
ment the frictional resistance and surface roughness of a range of
sanded paint surfaces. An attempt to identify a suitable roughness
parameter relating the physical roughness and the roughness func-
tion for this particular class of surfaces is made. The results are
then scaled up to a planar surface using the similarity law proce-
dure of Granville@21# to predict the effect of the present rough-
ness on the frictional resistance of a plate of the order of length of
typical sailing vessels.

Experimental Facilities and Method
The present experiments were conducted in the 115 m long

towing tank facility at the United States Naval Academy Hydro-
mechanics Laboratory. The width and depth of the tank are 7.9 m
and 4.9 m, respectively. The towing carriage has a velocity range
of 0–7.6 m/s. In the present investigation the towing velocity was
varied between 2.0 m/s–3.8 m/s (ReL52.83106– 5.53106). The
velocity of the towing carriage was measured and controlled using
an encoder on the rails that produce 4000 pulses/m. Using this
system, the precision uncertainty in the mean velocity measure-
ment was,0.02% over the entire velocity range tested. The
working fluid in the experiments was fresh water, and the tem-
perature was monitored to within60.05°C during the course of
the experiments using a thermocouple with digital readout. Fur-
ther details of the experimental facility are given in@22#.

Figure 1 shows a schematic of the test fixture and plate. The flat
test plate was fabricated from 304 stainless steel sheet stock and
measured 1.52 m in length, 0.76 m in width, and 3.2 mm in
thickness. Both the leading and trailing edges were filleted to a
radius of 1.6 mm. No tripping device was used to stimulate tran-
sition. The overall drag of the plate was measured using a Model
HI-M-2, modular variable-reluctance displacement force trans-
ducer manufactured by Hydronautics Inc. An identical force trans-
ducer, rotated 90 deg to drag gage, was included in the test rig to
measure the side force on the plate. The purpose of the side force
gage was to ensure precise alignment of the plate. This was ac-
complished by repeatedly towing the plate at a constant velocity
and adjusting the yaw angle of the test fixture to minimize the side
force. Once this was done, no further adjustments were made to
the alignment over the course of the experiments. The side force
was monitored throughout to confirm that the plate alignment did
not vary between test surfaces. Both of the force transducers used
in the experiments had load ranges of 0–89 N. The combined bias
uncertainty of the gages is60.25% of full scale. Data were gath-
ered at a sampling rate of 100 Hz and were digitized using a

Fig. 1 Schematic of the flat plate test fixture
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16-bit A/D converter. The length of the towing tank dictated the
sampling duration. This ranged from;30 s of data per test run at
the lowest Reynolds number to;11 s of at the highest Reynolds
number. The overall drag was first measured with 590 mm of the
plate submerged. This was repeated with 25 mm of the plate sub-
merged in order to find the wavemaking resistance tare. The dif-
ference between the two was taken to be the frictional resistance
on the two 565 mm wide by 1.52 m long faces of the plate. The
tests were repeated ten times for each surface and velocity. The
results presented are the means of these runs.

A single test plate was used for all the towing experiments. This
was done to ensure that any differences in the drag measured were
due to the surface condition of the plate and not small variations
in leading edge shape, plate flatness, and other factors that could
have varied between multiple test plates. The plate was initially
painted with several coats of marine polyamide epoxy paint
manufactured by International Paint. This surface condition was
termed the ‘‘unsanded’’ condition. After hydrodynamic testing, the
plate was wet sanded with 60-grit sandpaper. This surface was
referred to as the ‘‘60-grit sanded’’ condition. Subsequent to hy-
drodynamic testing under the 60-grit sanded condition, the entire
process was repeated for the ‘‘120-grit sanded,’’ ‘‘220-grit
sanded,’’ ‘‘400-grit sanded,’’ and ‘‘600-grit sanded’’ surface con-
ditions. After hydrodynamic testing of the 600-grit sanded surface
the plate was wet sanded up to 1800 grit and polished with a
buffing wheel using Maquire’s swirl remover polishing com-
pound. This surface is referred to as the ‘‘polished’’ condition. All
the sanding in the present experiment was carried out by hand
with the aid of a sanding block using small circular motions.
Prussian blue was used to dye the surface before sanding with
finer grit paper to ensure the entire surface was sanded and to
reveal the surface scratches left behind by the previous grit so
they could be removed. The surfaces were cleaned with water and
a soft cloth between surface treatments to remove grit and detritus
left behind by the sanding process.

The surface profiles of the test plates were measured using a
Cyber Optics laser diode point range sensor~model #PRS 40!
laser profilometer system mounted to a Parker Daedal~model
#106012BTEP-D3L2C4M1E1! two-axis traverse with a resolu-
tion of 5 mm. The resolution of the sensor is 1mm with a laser
spot diameter of 10mm. Data were taken over a sampling length
of 50 mm and were digitized at a sampling interval of 25mm. Ten
linear profiles were taken on each of the test surfaces. A single
three-dimensional topographic profile was made on each of the
surfaces by sampling over a square area 2.5 mm on a side with a
sampling interval of 25mm.

The roughness statistics were calculated using the linear pro-
files from each of the surfaces. All were calculated without using
a long wavelength cutoff~effectively the cutoff was the sampling
length, 50 mm! and using 25 mm, 10 mm, 5 mm, 2 mm, and 1
mm long wavelength filters. The highpass filtering was carried out
using a Butterworth digital filter and the long wavelength cutoffs
were chosen to be in the range used by Musker@8# and Townsin
and Dey@20#. The purpose of the filtering was to remove surface
waviness which has little effect on the drag. Musker says that the
long wavelength cutoff should be set equal to the size of the large
energy-containing eddies near the surface, and he suggests using
the Taylor macro-scale. In the present investigation no spatial tur-
bulence correlations were available from which to calculate the
Taylor macro-scale, so roughness statistics using a range of long
wavelength cutoffs were calculated.

Some of the roughness statistics calculated for the surfaces in-
cluded the centerline average height,Ra , given as:

Ra5
1

N (
i 51

N

uyi u (6)

It should be noted that all of the roughness statistics are calculated

using the centerline as the datum fory. This is defined as the
datum at which the average value ofy is zero.Rq is the root mean
square height given as:
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Rt is the height from the called maximum peak to the minimum
trough and is given as:

Rt5ymax2ymin (8)

Rz is called the ten point height and is given as the mean of the
difference of the five highest peaks and the five lowest troughs.
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The correlation length scale,lcorr , is calculated as the distance~j
times the sampling interval,Lp! at which the autocorrelation func-
tion falls below 0.5. The autocorrelation function is given by:

Cj5

1

N212 j (
i 51

N212 j

~yiyi 1 j !

1

N21 (
i 51

N

yi
2

(10)

It should be noted that for the 120-grit and smoother surfaces this
value was less than the sampling interval so no accurate estimate
could be made. The root mean square slope,slrms , is given as
follows:

slrms5A 1

N21 (
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J 2

(11)

A similar parameter, the root mean square slope angle, was of-
fered by Acharya et al.@12# as an important one in describing
roughness caused by machining on turbine blades. By calculating
the power spectral density of the surface waveforms using a fast
Fourier transform and the first three even moments of the power
spectral density, Townsin’s height parameter,h, was calculated
using Eq.~4!. Musker @8# offers an alternative roughness length
scale given by:

h85Rq~11aSp!~11bSkKu! (12)

His results show that this roughness length scale works well for
correlating the roughness function for a range of ship hull coatings
when a long wavelength cutoff of 2 mm is used and the constants
a and b are taken to be 0.5 and 0.2, respectively.

Uncertainty Estimates
Precision uncertainty estimates for the resistance measurements

were made through repeatability tests using the procedure given
by Moffat @23#. Ten replicate experiments were made with each of
the test plates at each Reynolds number. This was carried out so
that the relatively small differences in the frictional resistance
between the surface conditions could be identified. The standard
error for CF was then calculated. In order to estimate the 95%
precision confidence limits for a mean statistic, the standard error
was multiplied by the two-tailedt value (t52.262) for 9 degrees
of freedom, as given by Coleman and Steele@24#. The resulting
precision uncertainties inCF were<60.3% for all the tests. The
overall precision and bias error was dominated by the systematic
error due to the combined bias of the force gages~60.25% full
scale!. The resulting overall precision and bias uncertainty inCF
ranged from64.8% at the lowest Reynolds number to61.4% at
the highest Reynolds number. Periodically throughout the experi-
ments, a reference plate was run to check that the resulting mean
CF value was within the precision uncertainty bounds that had
been obtained from previous testing with the same surface. This
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was confirmed in all cases tested. Uncertainty estimates for the
roughness statistics were calculated in the same manner and are
reported in Table 1.

Results and Discussion
The presentation of the results and discussion will be organized

as follows. First, a qualitative discussion of the nature of each of
the surfaces tested will be made. The roughness statistics will then
be presented. Next the results of the hydrodynamic tests will be
presented and discussed. Finally, an attempt will be made to relate
the roughness statistics of this class of surfaces to the roughness
function,DU1.

Qualitative Description of the Surfaces. In order to better
understand the nature of each of the surfaces tested, a qualitative
description of each will be made using the three-dimensional to-
pographic profiles shown in Fig. 2. Even cursory inspection of the
profiles shows that the surfaces vary greatly. Figure 2~a! shows
the unsanded surface and indicates that it has relatively large fea-
tures with a wavelength of up to 1 mm. This is very common in
as-sprayed paint surfaces and is often referred to as ‘‘orange peel’’
because of the characteristic texture. Figure 2~b!, which shows the
60-grit surface, indicates that the orange peel has been almost
entirely removed by sanding, but linear scratches have been
added. These scratches have a width of up to 150mm and a depth
of up to 25mm. Figure 2~c! shows the 120-grit surface. Many of
the scratches seen in the 60-grit surface have been removed, and
narrower, shallower scratches have been added. It is of note that
some of the deeper scratches from the 60-grit surface have not
been completely removed and remain as features of up to 150mm
in width, with a depth of up to 10mm. The 220-grit surface~Fig.
2~d!! shows that the scratches from the 60-grit paper have been
removed. They have been replaced with finer scale scratches that
are much narrower and shallower. The 400-grit and 600-grit sur-
faces are very similar in nature and for this reason only the 600-
grit surface~Fig. 2~e!! is presented. The polished surface~Fig.
2~f !! shows that many of the small scale peaks and troughs seen
in the 400-grit and 600-grit surfaces have been removed.

The evolution of the surface scratches can be more easily seen
in plan views of the previous figures. These views for the un-
sanded, 60-grit, 120-grit, and 220-grit surfaces are given in Fig. 3.
Figure 3~a! of the unsanded specimen shows the orange peel sur-
face. The 60-grit surface~Fig. 3~b!! shows that the orange peel has
been removed and linear scratches have been added. Smaller scale
scratches are evident in the 120-grit surface~Fig. 3~c!! as well as
60-grit scratches that have not been completely removed. By the
time the 220-grit paper has been used~Fig. 3~d!!, only rather
small scale features remain.

The quantitative statistics of the roughness surfaces are given in
Table 1. The results are presented for processing with no long
wavelength filter, a 10 mm long wavelength filter, and a 1 mm
long wavelength filter. One item of note is that all of the rough-
ness tested in the present study is quite small compared to the
roughness used in a majority of previous studies. Most basic re-
search has focused on roughness large enough to generate turbu-
lent flows in the fully-rough regime, and the studies on ship hull
roughness by Musker@8# and others addressed smaller scale tran-
sitional roughness with 150mm<Rt<600mm ~5<k1<320; k1

based onRt!. For the present study, the range of roughness was
2 mm<Rt<39mm ~0.15<k1<5; k1 based onRt!. This is im-
portant to keep in mind because the differences in drag for the
surfaces is expected to be rather small. The change in the rough-
ness statistics for the unfiltered profiles with sanding is shown in
Fig. 4. The figure shows that all of the roughness height param-
eters are reduced with sanding up to 220-grit. At that point, no
significant reduction in the roughness height is made by sanding
with 400-grit and 600-grit. The polished surface does show a sig-
nificant reduction in roughness. Figure 2~f ! shows that this is
largely due to a reduction in the isolated protuberances seen in the
220-grit, 400-grit, and 600-grit surfaces.

Test Results. The results of the hydrodynamic tests are
shown in Fig. 5. The Schoenherr mean line for smooth plates is
shown for comparison@25#. The Schoenherr mean line is given as:

0.242

ACF

5 log~ReL CF! (13)

Table 2 shows the % increase inCF for the test surfaces com-
pared to the polished surface. The results show that the 60-grit
specimen had a significant reduction inCF from the unsanded
surface. A further reduction inCF was found for the 120-grit
specimen compared with the 60-grit surface. A smaller, but sig-
nificant, reduction inCF occurred for the 220-grit surface com-
pared with the 120-grit specimen. However, no significant change
in CF was seen for the 400-grit and 600-grit surfaces compared to
the 220-grit surface. Inspection of Figs. 2~d–2e! and Table 1
shows that the roughness on these surfaces is quite similar as well.
The polished surface hadCF values that were significantly less
than any of the other specimens. The reduction in frictional resis-
tance seems to be due to a reduction in the isolated protuberances
~Fig. 2~f !! that were seen in the 600-grit surface~Fig. 2~e!!.

It should be noted that the results could have been affected to
varying degree by the influence of the surface roughness and Rey-
nolds number on the transition of the flow to turbulence. The flow
was not tripped, so the transition point may have varied between
the test cases depending on the surface roughness. Leading-edge
and three-dimensional effects could have also had some influence
on these results. However, these effects are very difficult to quan-
tify precisely. Overall, it is felt these effects are small since the
smooth plate results agree within;1% with the Schoenherr mean
line for frictional resistance in turbulent flow. The fact that the
smooth plate results remain a fairly constant percentage lower
than the Schoenherr mean line over the range of Reynolds number
tested seems to also indicate that the transition point must not vary
significantly over the Reynolds number range tested.

Table 1 Roughness statistics
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Fig. 2 Surface waveforms for „a… the unsanded specimen, „b… the 60-grit specimen, „c… the 120-grit specimen, „d… the 220-grit
specimen, „e… the 600-grit specimen, and „f … the polished specimen. „Uncertainty in the y-direction Á1 mm, x - and z-directions Á5
mm…
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Fig. 3 Plan view of the surface waveform for „a… the unsanded specimen, „b… the 60-grit specimen, „c… the 120-grit specimen,
and „d… the 220-grit specimen. „Uncertainty in the y-direction Á1 mm, x - and z-directions Á5 mm…

Fig. 4 The effect of sanding on the roughness statistics of the
unfiltered profiles. „Error bars represent the 95% confidence
limits for the precision uncertainty. …

Fig. 5 Overall frictional resistance coefficient versus Rey-
nolds number for all the specimens. „Precision uncertainty
ÏÁ0.3% at all Reynolds numbers; overall precision and bias
ranges from Á1.4% at highest Reynolds number to Á4.8% at
lowest Reynolds number. …
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Relation of Roughness Statistics toDU¿. Using similarity
law analysis, Granville@16# derived an expression to relate the
local frictional coefficient,cf , at the trailing edge of a planar
surface to the overall frictional resistance coefficient,CF , for the
same surface. It is given as:

SAcf

2 D
TE

5S Ut

Ue
D

TE

5ACF

2 S 12kACF

2 D (14)

By solving this equation forUt , the viscous length scale,n/Ut ,
at the trailing edge of the plate can be obtained. For the present
surfacesn/Ut ranged from;14 mm at ReL52.83106 to ;7.6
mm at ReL55.53106. The roughness function,DU1, at the trail-
ing edge of the plate can be found using the method of Granville
@16# as well. This procedure involves plottingA2/CF versus
ReL CF . The roughness function,DU1, is given as the following
evaluated at the same value of ReL CF for both smooth and rough
walls:

DU15SA 2

CF
D

S

2SA 2

CF
D

R

(15)

In the present study, the results for the polished surface were
used as smooth plate values. Since the behavior ofDU1 at van-
ishing roughness height did not behave as a Nikuradse-type
roughness function, attempts were made to collapse the results to
a Colebrook-type roughness function as given by:

DU15
1

k
ln~11k1! (16)

All of the roughness length scales in Table 1 were considered
including the Musker@8# and Townsin@20# length scales. The best
fit of the results to Eq.~16! was obtained using a multiple of the
centerline average height,Ra , calculated from the unfiltered pro-
files ask. With k51.35Ra , 87% of the variance~i.e.,R250.87! in
DU1 could be explained with the Colebrook-type roughness
function ~Eq. ~16!!. The results are shown in Fig. 6. It should be
noted that.80% of the variance could also be explained for this
relatively simple roughness usingRq , Rt , or Rz calculated from
the unfiltered profiles. Attempts to use the filtered profile statistics
led to larger scatter in the roughness function than the unfiltered
profile statistics. This seems to indicate that for sanded surfaces in
this Reynolds number range, long wavelength roughness~up to 50
mm! contributes significantly to the increase in frictional resis-
tance.

Using the roughness function obtained for a flat plate, Granville
@16# gives a similarity law procedure for calculating the effect of

the same roughness on a planar surface of arbitrary length. This
was carried out with the present results for surfaces of 4 m and 12
m. These lengths were chosen to be representative of the range of
length of sailing vessels for which sanding would be practicable.
Using this analysis, significant increases inCF above the polished
plate values were predicted for the surfaces. These increases were
of the same order as seen in the present experiments. For example,
it was found that the unsanded surface would have an average
increase inCF of 5.0% above a polished surface over a velocity
range of 2.3–4.6 m/s~4.5–8.9 knots! at a length of 4 m and an
average increase inCF of 4.5% over a velocity range of 2.6–5.0
m/s ~5.1–9.7 knots! at a length of 12 m. Over the same velocity
range, the 60-grit surface would have an average increase inCF of
2.5% at a length of 4 m and an average increase inCF of 2.3% at
a length of 12 m. The increase for the 120-grit surface would be
1.9% at a length of 4 m and 1.6% at a length of 12 m. Both the
220-grit and 400-grit surfaces would have an increase of 1.3% and
1.1% at lengths of 4 m and 12 m, respectively, while the increase
for the 600-grit surface would be 1.1% and 1.0% at lengths of 4 m
and 12 m, respectively. Due to the three-dimensional nature of the
boundary layer flow around a real vessel, however, additional data
on actual hull shapes are needed to corroborate these findings. It
should also be noted that in the present study significant care was
given to ensure that the entire surface was sanded and that no area
was missed. This was relatively easy on a small flat surface, but
would be much more difficult in practice on a large three-
dimensional shape.

Conclusion
Measurements of the roughness and frictional resistance of

sanded paint surfaces have been made. The results indicate that
as-sprayed, unsanded surfaces can have a significant increase in
CF compared to a polished surface. Smaller, but significant, in-
creases inCF compared to the polished surface were also noted on
surfaces sanded with sandpaper as fine as 600-grit. This increase
seems to be due to isolated surface protuberances not completely
removed by the sanding process. The roughness function,DU1,
shows good collapse to a Colebrook-type roughness function for
this class of surfaces when a multiple of the centerline average
height (k51.35Ra) is used as the roughness length scale. Simi-
larity law predictions ofCF on larger planar surfaces of sailing
vessel length show that similar increases inCF can be expected in
that range of wetted length as well. Further effort needs to be
focused on understanding the effect of roughness on three-
dimensional bodies.

Table 2 Increase in overall frictional resistance coefficient for
the test specimens compared to the polished surface

Fig. 6 Roughness function for all specimens. „Overall uncer-
tainty Á0.1 in DU¿

…
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Nomenclature

a, b 5 constants in Musker’s roughness length scale equa-
tion

B 5 smooth wall log-law intercept55.0
CF 5 overall frictional resistance

coefficient5(FD)/(1/2rUe
2S)

cf 5 local frictional resistance coefficient5(to)/(1/2rUe
2)

Cj 5 autocorrelation function
E 5 power spectral density of surface waveform

FD 5 drag force
h 5 Townsin’s roughness height parameter5Aam0m2
j 5 lag in autocorrelation function
k 5 arbitrary measure of roughness height

ks 5 sand roughness height or equivalent sand roughness
height

Ku 5 kurtosis
L 5 plate length

Lp 5 overall length of surface profile
Ls 5 profile sampling interval
@l# 5 other roughness length scales
mn 5 nth moment of the power spectral density
N 5 number of samples in surface profile

Red* 5 displacement thickness Reynolds number5Ued* /n
ReL 5 Reynolds number based on plate length5UeL/n
Ra 5 centerline average roughness height5(1/N)( i 51

N uyi u
Rq 5 root mean square roughness height5A(1/N)( i 51

N yi
2

Rt 5 maximum peak to through height5ymax2ymin
Rz 5 ten point roughness height5( i 51

5 (ymax i2ymin i)
S 5 wetted surface area

slrms 5 root mean square slope of the roughness profile
5A(1/N21)( i 51

N21$(yi 112yi)/(xi 112xi)%
2

Sk 5 skewness
Sp 5 average absolute slope of roughness profile
U 5 mean velocity in thex direction

Ue 5 freestream velocity relative to surface
DU1 5 roughness function

Ut 5 friction velocity5Ato /r
x 5 streamwise distance from plate leading edge
y 5 normal distance from the boundary measured from

roughness centerline
a 5 bandwidth parameter5m0m4 /m2

2

d 5 boundary layer thickness
d* 5 displacement thickness5*0

d(12U/Ue)dy
k 5 von Karman constant50.41
g 5 wavenumber52p/l
l 5 wavelength

lcorr 5 correlation length scale
n 5 kinematic viscosity of the fluid

P 5 wake parameter
r 5 density of the fluid

to 5 wall shear stress
v 5 wake function

Superscript

1 5 inner variable~normalized withUt or Ut /n!

Subscript

FL 5 long wavelength filter
min 5 minimum value
max 5 maximum value

R 5 rough surface
S 5 smooth surface

TE 5 trailing edge
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The Distortion of a Jet by Coil
Inserts
Results of experimental investigations of the effects of distortion caused by coil inserts on
a turbulent jet are presented. The coils have different wire diameters with constant pitch
spacing. The ratios of the coil wire diameter to the tube inside diameter,d/D, are 0.06,
0.08, 0.11, 0.13, and 0.16 and the ratio of the pitch spacing to the tube inside diameter,
p/D, is 1.2. Results show that the coil inserts enhance the mixing process. At the jet-
outlet, mixing enhancement is increased when d/D,0.1. However, further downstream,
the highest mixing is achieved for the coil with the largest d/D ratio. Results suggest that
the streamwise vortices generated by the coil inserts are the mechanism behind the high
entrainments and the mixing process.@DOI: 10.1115/1.1470476#

Introduction
Vortex generators or tabs and swirling motions have been used

for mixing enhancement in a jet. Bradbury and Khadem@1# seem
to be the first to investigate the distortion of a subsonic jet by tabs.
Their tabs were square with sides equal to 1/16 of the jet diameter
and were placed inside the jet, near its outlet. They investigated
the effects of a single and multiple tabs on the centerline mean
velocity decay and found a substantial increase in entrainment and
mixing processes with multiple tabs, especially when two tabs at
180 degrees spacing are used. They conjectured the stirring action
of the trailing vortex motion shed from the tabs as possible
mechanism for the enhanced mixing process.

Further studies by Samimy et al.@2# and Zaman et al.@3# on the
effects of triangular tabs on the mixing enhancement in both sub-
sonic and supersonic jets have shown that indeed the trailing vor-
tices shed from the sides of the tabs are the mechanism behind the
enhanced mixing process.

Another relevant study is by Bell and Mehta@4#. They studied
the effects of four different types of spanwise perturbations,
placed at the origin of the mixing layer on its downstream devel-
opment. The perturbation mechanisms were serration, cylindrical
pegs, vortex generator, and corrugation. Their results show that
except for the serration mechanism, the imposition of the other
perturbations results in regular arrays of counter rotating vortices,
which enhance the mixing layer growth rate in the near field.

The introduction of swirl on a turbulent jet results in increases
in the jet half width, rate of entrainment, and rate of decay of the
jet and inducement of pressure fields to balance centrifugal forces.
Decay of swirl caused by shear and mixing with surrounding fluid
results in an adverse pressure gradient along the jet axis which
displaces the location of the maximum mean velocity away from
the jet axis~e.g., Rose@5#, Lee @6#, Chigier and Chervinsky@7#,
Syred and Beer@8#, Lilley @9#, Sheen et al.@10#!. In combustion
systems, mixing enhancement is obtained using a strong swirl
which generates a shorter and more intense flame and reduction in
NOx formation and in some cases improvements in combustion
efficiency ~Talagi and Okamoto@11#, Gupta et al.@12#, and Tan-
girala and Driscoll@13#!. However, a very strong degree of swirl
causes excessive entrainment of the surrounding air, resulting in a
flame blow out~Ho et al.@14#!.

Weak degree of swirl has limited practical application. How-
ever, as Gupta et al.@15# have explained, it can be used in char-
acterization of some geophysical phenomena such as fire whirls,
dust devils, tornadoes, hurricanes, and water spouts. In combus-

tion, weak degree of swirl causes increase in the fire length, which
has practical application in fire whirls and tangentially-fixed
boilers.

Swirl in a tube has been produced by tangential injection,
twisted tape inserts, wall slots, rotating tubes and spiral riblets
~e.g., Babikian et al.@16#, Yang et al.@17#, Yamplosky et al.@18#!.
The coil-inserted tube for the present investigation is similar to the
spiral riblets. In the present experiments, results are presented for
the effects of coil inserts with constant pitch but different wire
diameters on a turbulent jet from a round tube. The present study
is a continuation of our previous study~Rahai and Wong@19#,
Rahai et al.@20#! where the coils had constant wire diameter but
different pitch spacing. In the previous experiments, the ratios of
the pitch spacing to the tube inside diameter,p/D, were 0.4, 0.7,
1.2, and 2.7. Experiments were performed at five axial locations
up to 10 orifice diameters. Their results showed that the coils with
large pitch spacing caused significant decrease in the maximum
mean velocity and increases in the jet half width and turbulent
velocities in the jet developing region which are indications of a
higher mixing process. These effects were more pronounced when
p/D was 1.2.

Experimental Procedure and Techniques
The central tube of the main combustion unit of the combustion

laboratory in the Mechanical Engineering Department at Califor-
nia State University, Long Beach was used in the experiment.
Figure 1 shows the experimental setup. The central tube is a 3 mm
thick tube which has an inside diameter of 12.7 mm and is 102 cm
long. The tube has aluminum honeycomb at its inlets for flow
conditioning.

Five coils with approximate wire diameters of 0.75, 1.0, 1.4,
1.65, and 2 mm and a pitch spacing of 15.24 mm were used in the
experiments. The effective length of the coils was 30.5 cm. The
ratios of the wire diameter to the tube inside diameter were 0.06,
0.08, 0.11, 0.13, and 0.16, and the ratio of the pitch spacing to the
tube inside diameter was 1.2. Filtered laboratory air, supplied at a
steady rate is sent through the tube. The supplied airflow rate is
kept at a constant rate of 5.66 m3/hr. The Reynolds number based
on the tube inside diameter and the volume flow rate is 10,187.
Measurements are carried out at five axial locations ofX/D
50.1, 1, 3, 5, and 10 and different radial locations using a TSI
double sensor hot wire probe model 1243-T1.5 connected to two
channels of TSI IFA-100 intelligent flow analyzer. At each axial
location, measurements are carried out twice to obtain the three
components of the turbulent velocity and two components of tur-
bulent shear stresses. At each measurement location 50 records
where each record contains 2048 sample of data are digitized at a
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sample rate of 6000 samples/s, using a Metra-Byte DAS-20 Ana-
log to digital converter. Digitized data are analyzed using software
supplied by Data Ready, Inc.

Results and Discussions
Figure 2 shows radial variation of the normalized axial mean

velocity at two axial locations ofX/D50.1 and 3. AtX/D50.1,
the profiles for the smooth tube and the coil-inserted tube with
d/D50.06 are Gaussian. The smooth tube profile has a very nar-
row width. For the coil-inserted tubes, asd/D increases, the mean
velocity profiles deviate from the Gaussian shape and have larger
widths, which are indications of increased entrainment and mix-
ing. Whend/D50.16, the mean velocity profile is approaching a
distorted top hat profile where the distortions are due to the wake
of the coil insert.

At X/D53, all mean velocity profiles have approached a
Gaussian shape and again the largest increase in the width is for
the coil-inserted jet withd/D50.16.

Figure 3 shows axial development of the jets half-widths, the
normalized maximum mean velocities and the centerline axial tur-
bulence intensity for the smooth and the coil-inserted jets. At
X/D50.1, the jet half-widths for the coil inserted jets withd/D
.0.1 have increased. However, these values decrease to values
less than the corresponding value for the smooth jet further down-
stream up toX/D51.0 where they start to increase and become
substantially larger than the jet half width of the smooth jet at
X/D.5. For the coil inserted jets withd/D,0.1, the jet half
widths are nearly the same as the jet half width of the smooth tube
at X/D50.1 and then they increase downstream to values larger

than the corresponding value for the smooth tube. AtX/D>10,
the jet half-widths of the coil inserted jets withd/D>0.08 are
nearly the same.

There are large decay rates in the normalized maximum mean
velocity for the coil- inserted jets as compared to the correspond-
ing decay rate for the smooth jet and the decay rates for all the
coil inserted jets are nearly the same forX/D.3.

The centerline axial turbulence intensities for the coil inserted
tubes are increased substantially in the near field region, as com-
pared with the corresponding values for the smooth tube, and the
extend of these increases in the downstream direction depends on
the size of thed/D. For coil-inserted jets withd/D50.13 and
0.16, the decay of turbulence intensity starts atX/D51, while for
the other coil-inserted jets, the decay process is delayed to further
downstream locations.

Fig. 1 Experimental setup

Fig. 2 Radial variation of normalized axial mean velocity at
two axial locations. Uncertainty in UÕU0 is Á0.005, in r ÕD is
Á0.05, and in x ÕD is Á0.05 at 20:1 odd.
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Figure 4 shows radial variation of turbulent kinetic energy at
two axial locations ofX/D50.1 and 3. The presence of the coils
results in increases in the turbulent kinetic energy and the highest
increase is for the jet withd/D50.16.

Figure 5 shows radial variation of the normalized swirl velocity
at X/D50.1. The velocity profiles show that asd/D increases, the
peak of the velocity profiles move more toward the edge of the jet
and for the coil inserted tube withd/D.0.1, the jet is in a near

solid body rotation. For the coil-inserted jets withd/D.0.1, the
profiles show two additional peaks near the edge of the jets which
are due to the wake of the coil inserts.

According to Gupta et al.@15#, the swirl number can be esti-
mated as

S5
G/2

12~G/2!2
.

HereG5W0 /U0 . Assuming negligible decay in the swirl veloc-
ity between the jet outlet andX/D50.1, the maximum swirl at
this location is approximately 0.2 for the coil inserted jet with
d/D50.16. This value corresponds to a weak swirl condition.

For the coil inserted tubes withd/D.0.1, the results for the
swirl velocity indicate the presence of forced vortices in the near
field, especially for the coil inserted jet withd/D50.16. Since the
swirls generated are weak swirls, they reduce the jet half widths in

Fig. 3 Axial variation of the jet half widths, the flow center
mean velocity and axial turbulence intensity. Uncertainty in
rhaf is Á0.05 and in u c8ÕU0 is Á0.02 at 20:1 odd.

Fig. 4 Radial variation of turbulent kinetic energy, TKE, at two
axial locations. Uncertainty in TKE is Á0.0004 at 20:1 odd.
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the initial regions of the jets, until further downstream where the
free vortices become dominant and increased entrainment and
mixing are prevailed. Whend/D,0.1, the free vortices are the
main mechanism behind the mixing immediately downstream of
the tube outlet.

Figure 6 shows radial variations of the main turbulent shear
stress at the two axial locations ofX/D50.1 and 3. The presence
of the coils results in increases in the turbulent shear stress, as
compared to the corresponding values for the smooth tube. The
larger the coil wire diameter, the larger the turbulent shear stress.
The azimuthal component of the turbulent shear stress~not shown
here! also show increases for the coil-inserted jets, however, since
the radial component of the turbulent shear stress is an order of
magnitude larger and play a larger role, it is the one that is in-
cluded here.

At X/D50.1, for the coil-inserted jets with large wire diam-
eters, the shear stress profiles have multi-peaks which are due to
the wake of the coil inserts. As mentioned before, for these jets,
the weak swirl plays a larger role and the entrainment is less than
the other coil-inserted jets. AtX/D53, while we have a fully
turbulent flow, the increase in the coil wire diameter results in an
asymmetry in the turbulent shear stress profile which is more pro-
nounced for the coil withd/D50.16.

Results for further downstream locations~not shown here!
show that the shear stress decays rapidly beyondX/D53 and at
X/D510, they are reduced by an order of magnitude and the
shear stress values for the coil-inserted jets are less than the cor-
responding value for the smooth tube.

Figure 7 shows power spectra of the axial turbulent velocity for
the smooth and coil-inserted jets at the two axial locations of
X/D50.1 and 3, alongr 50. The effects of the coils are seen as
increases in the low wave number and decreases in the high wave
number flows. These results are also indicative of increased mix-
ing process for the coil-inserted jets due to generation of large
eddy structures.

At X/D53, for the smooth jet, the axial turbulent velocity
spectrum shows a peak which is an indication of the presence of a
coherent structure in the near field region of the jet. Further down-

stream, results~not shown here! show that this peak has disap-
peared and the spectra for the coil-inserted jets approach the cor-
responding spectrum of the smooth jet.

Conclusions
Experimental investigations of turbulent jet from round tubes

with coil inserts are performed and results are compared with the
corresponding results for a smooth tube. The coils used in the
experiments had constant pitch spacing but different wire diam-
eter. The ratio ofp/D was 1.2 and the ratios ofd/D were 0.06,
0.08, 0.11, 0.13, and 0.16. Results show that whend/D,0.1, the
coil inserts act like a turbulator, with increased mixing at the jet
outlet and downstream. However, whend/D>0.1, the weak swirl
generated by the coil, delay the mixing enhancement until further
downstream, before high mixing is achieved.

Fig. 5 Radial variation of the swirl velocity near the jet outlet.
Uncertainty in WÕUm is Á0.005 at 20:1 odd.

Fig. 6 Radial variation of normalized turbulent shear stress at
two axial locations. Uncertainty in turbulent shear stress is
Á0.25 at 20:1 odd.
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It has been suggested that the increased mixing in the near field
region is mostly due to generation of streamwise vortices, which
makes the flow fully turbulent with large entrainment.

Further study is underway to investigate detail flow character-
istics of the coil inserted jets in the near field and results will be
presented in a future publication.
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Nomenclature

D 5 tube inside diameter, cm

Eu(u) 5 axial turbulent velocity spectra,
Ef(u)Um

2pu2

K 5 wave number,
2p f
Um

U 5 axial mean velocity, m/s
Um 5 maximum mean velocity, m/s
U0 5 maximum mean velocity atX/d50.1 ~or tube outlet!,

m/s
uc8 5 rms axial turbulent velocity along the centerline, m/s

u2 5 mean squared axial turbulent velocity,
m2

s2

v2 5 mean squared radial turbulent velocity,
m2

s2

w2 5 mean squared tangential turbulent velocity,
m2

s2

W 5 swirl ~tangential! velocity, m/s
W0 5 swirl ~tangential! velocity at X/D50.1 ~or tube

outlet!, m/s
X 5 axial distance, cm
d 5 coil wire diameter, mm
f 5 frequency, Hz
p 5 pitch spacing, mm
r 5 radial distance, cm

rhalf 5 jet half width, cm
S 5 swirl number

TKE 5 turbulent kinetic energy,
m2

s2 51/2(u21v21w2)

uv 5 time averaged turbulent shear stresses,
m2

s2
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Axial and Secondary Flow Study
in a 90 Deg Bifurcation Under
Pulsating Conditions Using PIV
Both axial and secondary flow were experimentally studied in a 90-degree bifurcation of
square tubes, under pulsating conditions and equal branch flow rates. The examined peak
Reynolds number (Re) was in the range 330–830, and the Womersley parameter (a)
between 5 and 15. In the extension of the mother tube during deceleration, axial flow
separated from the wall opposite of the 90-degree branch. The formed shear layer rolled
up, for higher values of Re and lowa, generating discrete vortices. However, for the
highest value ofa, the shear layer was limited close to the wall, without rolling up, for all
the examined Re. During acceleration, all recirculation zones were washed out and the
flow became attached before flow peak. In the 90-degree branch during acceleration, a
vortex was formed at the bifurcation apex and moved streamwise towards the center of the
cross-section where it degenerated. The secondary flow of this branch had the following
characteristics: during deceleration two Dean vortices were located close to the outer
bend side of the cross-section, and their strength was progressively reduced. A little before
flow peak any Dean vortices of the previous phase were destroyed and two new ones were
born. Maximum secondary velocities were on the order of 20% higher than the bulk
velocity of the branch.@DOI: 10.1115/1.1470478#

Introduction
Numerous studies have been published investigating the flow

field in duct bifurcations. These studies have explored their inter-
esting flow features and some have attempted to answer the basic
medical question of why branches in the human circulatory sys-
tem are likely sites for developing arteriosclerosis. Findings have
indicated that this disease can be attributed to the wall shear
stresses magnitude, due to blood flow, which affects the material
of the arteries. For instance, Caro et al.@1# and Ku et al.@2# sug-
gest that this disease initiates at sites of low wall shear stress,
whereas Fry@3# proposed that this occurs at sites of high wall
shear stress. More references about this apparently contradictory
issue are reported in@4#. On the other hand, this fluid mechanics
problem is characterized by axial adverse pressure gradients,
which cause recirculation zones, and due to the streamline curva-
ture of the fluid entering the tube branches, strong secondary flow
appears. Both phenomena are, in general, unstable. Moreover,
when the flow accelerates or decelerates, as for example in case of
physiological flows, unsteady inertial forces change the whole
picture dramatically.

The basic nondimensional parameters involved in the descrip-
tion of the above problem@5# are: ~a! the Reynolds number, Re;
~b! the so-called Womersley parametera, defined asa5RAv/n,
where R, is the radius of the duct,v, the angular frequency of the
pulsating flow, andn, the kinematic viscosity of the fluid;~c! the
Dean number,k, defined ask5ReAd, with d, the ratio of duct
radius to its radius of curvature. Of course, the flow field is also
dependent on the flow rate ratio of the branches to the mother
tube, their cross-sectional area ratio, the angle of the bifurcation,
the shape of the cross sections, to mention a few@6#.

This work constitutes a continuation of previous works carried
out by the same group in an effort to reveal details of the flow
field in a 90-degree bifurcation~Fig. 1! under steady conditions
~Mathioulakis et al. @7#! and pulsating ones~Schinas and
Mathioulakis @8#!. The motivation of the present work was to

explore axial flow and secondary flow patterns in the same model
by performing simultaneous velocity measurements in a great
number of points through Particle Image Velocimetry~PIV!. To
the best of our knowledge this information is missing from the
relevant existing literature since the most commonly used experi-
mental techniques employ point to point measurements such as
hot film, LDA and ultrasound and ensemble averaging processing
for periodic flows which obscure any transient or non periodic
flow patterns.

The 90-degree bifurcation was selected for its simplicity, re-
sembling branches of the human circulatory system. For example,
this type of asymmetric bifurcation is found in the pulmonary
artery with its branches, in the aorta with both renal arteries, and
in the aortic arch, from which arteries emanate. The flow in the
pulmonary artery and its branches has been studied experimen-
tally in vitro by Yoganathan et al.@9# using LDA under steady
conditions and later on by Sung and Yoganathan@10# for a physi-
ological flow rate both experimentally and numerically. It should
be remembered that in the above mentioned arterial bifurcations
the diameter of the mother tube differs from that of one of the
branches, while in our study all tubes were of the same size. More
references about studies in duct bifurcations also can be found
in @8#.

A good effort was given in the present work to study the sec-
ondary flow in the branch normal to the mother tube, which was
strong due to the relatively high curvature of the streamlines en-
tering this branch. After the pioneer work of Dean@11,12# who
analyzed the secondary flow of a curved circular tube, consisting
of two counter rotating vortices~the so-called Dean vortices!, a
great number of studies by others followed. In 1970, Lyne@13#,
using a perturbation method discovered an additional pair of vor-
tices in the secondary flow in a curved tube for oscillating flows of
high Womersley parameter. This was also predicted by Smith
@14#, solving the flow for an arbitrary but symmetric tube cross-
section. These Lyne vortices were rotating in the opposite direc-
tion with respect to the Dean vortices so that the fluid was moving
towards the center of the curvature at the symmetry plane of the
cross-section. This ‘‘negative’’ centrifuging was attributed to the
higher values of the pressure gradient compared to the centripetal
forces in the central part of the cross section. Conversely, close to
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the tube walls, the Dean vortices rotating in the opposite direction
appeared elongated and thin. Talbot and Gong@15# recorded, by
using LDA, the appearance of two pairs of vortices in a curved
tube for pulsating flow anda>12.5. Similar results were obtained
numerically by Hamakiotes and Berger@16#, Rindt et al.@17#, and
Sudo et al.@18#. The complexity of this flow is shown in a nu-
merical study by Chang and Tarbell@5# who predicted the number
and shape of secondary vortices that would evolve over one time
period in the flow in an aortic arch, for a given value ofa. The
number of vortices appearing simultaneously was as high as four-
teen at a particular instant.

The secondary flow has also been examined in curved tubes of
rectangular cross-section by many researchers in which, under
steady conditions, it has been found that the secondary flow con-
sists of one, two or more pairs of vortices, depending on the
aspect ratio and the Dean number. Winters@19# showed that for
rectangular cross section curved tubes multiple vortex solutions
are unstable to symmetric or antisymmetric perturbations, except
the one pair vortex type which is stable. For rectangular ducts of
high aspect ratio, Thangam and Hur@20# predicted more pairs of
vortices than two, and Kao@21# examined the transition from the
two to four vortex structure by increasing the Dean number for
various cross-sections.

The flow field in a 90-degree bifurcation with square tubes is
presented in the following paragraphs under pulsating conditions
by employing PIV, for various combinations of Re and Womersley
parameter.

Experimental Apparatus and Methodology
The examined bifurcation model was made of transparent

Plexiglas with tubes of square cross section (40340 mm2), con-
sisting of a vertical and a horizontal branch~see Fig. 1!, the latter
being an extension of the mother tube. The Cartesian coordinate
system used in order to designate the location of a measuring
point has its origin at the bottom of the model~see Fig. 1!. The
flowing medium was water of a mean temperature of 20°C (r
50.998 gr/cm3,n50.01011 cm2/s). Major components of the hy-
draulic loop were two water tanks, a settling chamber to reduce
flow disturbances located upstream of the model, and a rotating
spherical valve downstream of both branches, in order to intro-
duce unsteadiness to the flow established by gravity. The rotation
of the valve and therefore the flow rate waveform were PC con-
trollable by varying the number and duration of the voltage pulses
sent to a stepper motor, which moved the valve. In order for the
flow to enter the model smoothly, the settling chamber afforded a
25:1 convergent nozzle~based on the area! which was connected
to the model by a 2 mlong ~50 hydraulic diameters! square tube
~see also Schinas and Mathioulakis@8#!.

Both the axial and secondary flow were measured by PIV. The
illumination source was continuous~300 mW Argon-Ion Laser!,
the thickness of the light sheet was on the average 1.5 mm, the

scattering particles were hollow glass spheres~mean diameter 10
mm, density 1.1 gr/cm3! and the camera was a CCD black and
white video camera~SONY imager 7523582 pixel, 25 frames/s!
with a 100 mm macro lens, sending pictures to a video recorder
~SONY SVO-5800P!. Selected pictures~using a DIAQUEST DQ-
4221 card! were then transferred from the videotape to a PC,
through a frame grabber~TARGA 1 of TRUEVISION Inc.!. Be-
sides this frame grabber there was another one used~FG 4000 of
ARCO Ltd! which had the option of digitizing a picture at the
time instant that a trigger pulse arrived to it. This was necessary in
order to establish a correspondence between the flow rate signals
and the stored pictures. More particularly, at a given opening of
the valve~say t50!, a photodiode sent a triggering pulse both to
the FG4000 grabber and a PC, initiating the digitization~via an
A/D converter! of both the mother tube flow rate~Fischer-Porter
electromagnetic flow meter! and that one of the vertical branch
~Carolina electromagnetic flow meter, FM501!. Therefore, att
50, the FG4000 grabber stored a picture along with its time code,
which thus allowed the matching of the subsequent pictures to the
flow rates.

The velocity vectors were calculated by cross correlating two
pictures taken 40 ms apart. The cross correlation function was
computed by performing two dimensional FFTs through MAT-
LAB. Its peak was designated by using a Gaussian scheme in both
directions of the image plane, in order to increase its accuracy
~subpixel accuracy!. Maximum error concerning cross correlation
peak detection was 0.1 pixel based on artificial image tests. The
interrogation windows were 48348 pixels and a 50% overlapping
was employed in both directions. The magnification factors were
11.42 pixel/mm for the axial flow and 14.4 pixel/mm for the sec-
ondary flow. Therefore, the maximum error concerning the cross
correlation peak detection was 0.22 mm/s for the axial flow and
0.17 mm/s for the secondary flow. More about PIV applications
performed by this group are found in Kostis and Mathioulakis
@22# and Koutsiaris et al.@23#.

Axial flow velocities were measured in the bifurcation plane
~normal toz-axis!, passing through the center of the tube cross-
sections. In order to study the secondary flow in the vertical
branch, a piece of transparent Plexiglas was glued to this branch
normal to its axis, 40 cm downstream of the bifurcation so that
this did not influence the flow at the bifurcation itself~Fig. 1!. In
a previous study~Mathioulakis et al.@7#! it was observed that the
upstream influence of the bifurcation to the flow field is confined
in a region of about 1 hydraulic diameter. Thus, it was possible for
a camera to record the flow field on a light sheet, being normal to
this branch’s axis. The orientation of the light sheet for each case
was adjusted by plane mirrors~see Fig. 2~a, b!!. As it was shown
by Schinas and Mathioulakis,@8# the unsteady flow field in this
bifurcation is quite complex and, obviously, presenting velocity
vectors in one plane cannot reveal the whole picture of the flow.

Fig. 1 Bifurcation model. „Dimensions in mm …

Fig. 2 PIV set up. a. Axial flow. b. Secondary flow
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However, in this work a number of combinations of Re anda was
examined, instead of only one in our previous study. Moreover,
using PIV we were able to explore flow structures in both axial
and secondary flow, which was impossible by using LDA point-
to-point measurements.

Results and Discussion

The measured velocity vectors of both axial and secondary flow
are presented in Figs. 3–5. Due to the unsteadiness of the flow,
which varied between zero and a maximum value, each figure

Fig. 3 Axial flow-Horizontal part. Velocity vectors and flow rates. „a…, „b…, „c…: QÄ2 lt Õmin, TÄ88 s, tÄ76 s, 80 s,
84 s, „d…: QÄ0.8 lt Õmin, TÄ88 s, tÄ14 s, „e…: QÄ0.8 lt Õmin, TÄ28 s, tÄ27 s, „f …: QÄ2 lt Õmin, TÄ11 s, tÄ0, „g…, „h…:
QÄ1.5 lt Õmin, TÄ88 s, tÄ25 s, 30 s
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Fig. 4 Axial flow-vertical part. Velocity vectors and flow rate. „a…, „b…: QÄ2 lt Õmin, TÄ11 s, tÄ4 s, tÄ7 s.

Fig. 5 Secondary flow. Velocity vectors and flow rates, „a…, „b…, „c…: QÄ1 lt Õmin, TÄ88 s, tÄ20 s, 25 s, 29 s,
„d…, „e…: QÄ1.5 lt Õmin, TÄ88 s, tÄ20 s, 74 s, „f …, „g…: QÄ1 lt Õmin, TÄ28 s, tÄ17 s, 23 s, „h…: QÄ1.5 lt Õmin, TÄ11 s,
tÄ8.5 s.
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corresponds to a time instant within the period, designated with a
letter in the corresponding graph of the vertical branch flow rate.
This flow rate was used for reference due to the much faster
electromagnetic flow meter of this branch~500 Hz excitation fre-
quency!, compared to the relatively slow one of the mother tube
~25 Hz excitation frequency!. The branch flow rates were adjusted
through valves to be equal in the mean within1/23% of the
mother tube flow rate.

It should be mentioned that for all the examined cases the flow
patterns were very much repeatable and the presented velocity
vectors, resulting from the PIV, are instantaneous and unfiltered.

„a… Axial Flow. Axial flow was studied in both the horizon-
tal and vertical part of the bifurcation. For the horizontal part, the
measured region extended betweenx528 mm andx548 mm,
namely, starting 8 mm before entering the bifurcation and ending
8 mm inside the horizontal branch. In the vertical branch, this
region extended betweeny540 mm andy582 mm, covering a
length of about one hydraulic diameter. In order to study the in-
fluence of both the unsteadiness and viscosity on the flow field,
nine combinations of Reynolds and Womersley parameters were
examined. The maximum flow rate of the mother tube,Q, took
three values 0.8, 1.5 and 2 lt/min, and T, its period, 88, 28, and 11
s, respectively. According to these values, the maximum Re
~where Re5Q/bn and b, the side of the tube cross section! was
330, 618, and 824~their average values were 198, 355, and 453,
respectively! anda5b/2A2p/Tn ~whereb/2 is the hydraulic ra-
dius! was equal to 5.31, 9.42, and 15.02. These values are nor-
mally found in physiological flows~@24,25#!.

(a1) Horizontal Part. The flow behavior was examined dur-
ing acceleration, deceleration and flow peak for various combina-
tions of Re anda. In Fig. 3~a–h!, the measured velocity vectors
are shown in the mid-plane of the bifurcation, in which the flow is
from left to right and upwards, and the distance, da, between two
adjacent vectors is 24 pixels or 5.25% ofb. Since the scaling of
the vector’s magnitude is not the same for all figures, in order to
facilitate any comparisons the length of the velocity vectorU
5Q/b2 is given in Table 1 for each case as a function of da. The
time instant of each figure is shown in the corresponding flow rate
graph of the vertical branch.

In this region, during deceleration, negative flow appears close
to the bottom wall (y50) and extends both upwards and up-
stream as time proceeds. Depending upon Re anda, the formed
shear layer either rolls up, being transformed into discrete vortical
structures or is straight, intersecting the bottom wall at an angle.

In Fig. 3~a!–3~c! the flow field is shown for Re5824 anda
55.31 (Q52 lt/min,T588 s) at three time instants during the
deceleration phase. More particularly, att576 s ~Fig. 3~a!!, a
shear layer emanates from the bottom wall, generating at a later
instant (t580 s) ~Fig. 3~b!! a clockwise vortical structure. The
approximate location of the center of this structure is atx
542 mm, andy510.5 mm and its maximum nondimensional cir-
culation G/Ub50.48. The circulation,G, was calculated accord-
ing to its definition by numerically computing the closed line in-
tegral of the dot product of the velocity vector times the line
element along rectangles, which included the center of the vortex.
A similar procedure was followed in a previous work~Wilder,
et al. @26#! for the case of vortices shed downstream of a pitching

airfoil. While this vortex moves downstream and upwards out of
the examined area, another vortex is created att584 s~Fig. 3~c!!
at an upstream location (x521 mm,y57.4 mm) with G/Ub
50.19. This vortex essentially does not move because of the small
flow rate of this phase. However, it is soon diffused, taking the
shape of an ellipse whose longer axis is parallel to the model
bottom wall. Other flow features att584 s are the appearance of
a saddle point (x539.9 mm,y516.8 mm), the parabolic type pro-
file in the mother tube~left side of the graph! and the negative
flow at the entrance of the vertical branch.

Keeping the same value ofa, but reducing Re down to 330,
there was no vortex generation observed~Fig. 3~d!!. For this con-
dition a straight shear layer appears with its zero velocity points
being along a line, which att514 s intersects the bottom wall at
an angle of 25 degrees. It is clear that a reduction of Re is asso-
ciated with a damping of flow instabilities. In a previous work
~Mathioulakis et al.@7#! in the same model and under steady inlet
conditions and higher Re51200, vortex shedding in the same area
of the model was very strong.

With Re constant at 330, an increase ofa from 5.31 (T
588 s) to 9.42 (T528 s) reduced the width of the negative flow
region ~Fig. 3~d, e!!. Whena was further increased to 15.02 (T
511 s), this region was compressed close to the bottom wall,
even for higher values of Re (Re5824) while at the same time no
vortices were generated~Fig. 3~f !!. Therefore, when increasing
the Womersley parameter, unsteady inertial forces overwhelm vis-
cous ones, reducing the influence of the latter only in a thin region
close to the tube bottom wall.

During acceleration and before flow peak, vortices and any
separated flow regions which have been generated close to flow
minimum are washed out. As a result, the flow is attached at the
bottom wall before the flow peak for all the examined cases. Dur-
ing this phase, the direction of the flow turns progressively to-
wards the vertical branch, starting at the entrance of this branch
and expands both downstream and towards the bottom wall~Fig.
3~g, h!!. During deceleration, an opposite process takes place due
to flow separation at the bifurcation leading edge, which turns the
flow horizontal again. Another point which is noteworthy is the
bluntness of the velocity profile during acceleration in the mother
tube ~left side of Fig. 3~g, h!!, compared to the parabolic type
profile during deceleration~Fig. 3~a, b, c!!. This is attributed to
the fact that the low momentum fluid close to the walls reacts
more rapidly to the imposed time varying pressure gradient, com-
pared to the central region. Similar behavior has been observed in
external flow applications~Mathioulakis and Telionis@27,28#!.

At the flow peak plateau, as time goes by a negative flow region
appears at the bottom wall and then expands upstream, similar to
that region which appears under steady conditions. During decel-
eration this region expands further upstream due to the imposed
adverse pressure gradient. As an example, for Re5824 anda
55.31 whent<15 s~a little before the onset of flow acceleration!
the entire bottom wall mid plane is covered by negative velocities.
At t522 s~before the flow peak!, the flow is attached and at about
the middle of flow peak plateau (t546 s) negative flow appears at
x527.3 mm which during deceleration moves upstream. Namely,
at t576 s this is at x518 mm, four seconds later atx
512.6 mm and six seconds later atx54 mm. The above esti-
mates are based on measurements which are not shown for rea-
sons of space economy.

(a2) Vertical Part. Since the fluid entering the vertical
branch changes its direction by 90 degrees, the streamlines are
curved, causing a transverse pressure gradient which points to-
ward the center of the curvature. This pressure gradient, along
with the centripetal forces exerted upon the fluid particles, are
responsible for the appearance of strong velocities perpendicular
to the axial flow of this branch~see following paragraph!. Con-
cerning the axial flow characteristics, during acceleration, for all
the examined cases, a counter-clockwise vortex is generated at the
leading edge bifurcation apex (x50,y540 mm), moving stream-

Table 1 The length of vector U compared to da

Fig. nr U/da

3a,b,c 1.7
3d 5
5e 3.3
3f 3.9
3g,h 2.2
4a,b 2
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wise and toward the center of the cross-section. In Fig. 4~a! this
vortex for Re5824 anda515.02 is shown att54 s. In the same
figure there is negative flow in the lower left part of the examined
area. Three seconds later, when the flow starts to decelerate, this
vortex has almost degenerated, and negative flow covers more
than half of the examined area parallel to the tube wall~Fig. 4~b!!.
The length of the velocity vectorU is given in Table 1 as a
function of the distance, da, of two adjacent vectors. In both fig-
ures, the streamwise velocity profiles are highly skewed, taking
higher values next to the wall of the bifurcation trailing edge (x
540 mm). This velocity skewness is characteristic in tube bends
for relatively low Re. Also, it is noteworthy that after the positive
flow turns by 90 degrees, the flow has the tendency to move
towards the bifurcation leading edge~Fig. 4~b!!. During decelera-
tion, the width of the negative flow region increases, allowing the
flow to enter the branch only from an area close tox540 mm~see
Fig. 3~a, e!!.

„b… Secondary Flow. The secondary flow was examined at
plane y560 mm, namely 20 mm distal of the vertical branch
inlet. The selection of this measuring station was based on the
desire to record high secondary velocities which were expected to
be here due to the high streamline curvature. This was also pre-
dicted by Rindt and Steenhoven@29# in a carotid artery bifurca-
tion, Perktold et al.@30# in a coronary artery branch and Ethier
et al. @31# in an end-to-side anastomosis geometry. That is, sec-
ondary velocities were strong at the inlet of the branches which
died out further downstream. The examined cases of flow rateQ
were 0.8, 1 and 1.5 lt/min, maximum Re was 330, 412, and 618,
and T took the same values as before. Maximum flow rate was 1.5
lt/min, which is smaller than that the maximum flow rate of the
axial case, a necessary condition for the particles to remain in the
light sheet long enough for the PIV be successful.

Some of the most significant flow features will be presented
below, amongst the examined combinations of Re anda. In Fig. 5
the secondary flow velocity vectors are shown, where the distance
between two adjacent vectors, ds, is 1.66 mm or 4.15% ofb. The
length of the velocity vectorU is given in Table 2 as a function of
ds. In each figure~5~a–h!!, the side of the cross section to the
right is closer to the center of curvature.

For Re5412 and a55.31 (Q511 lt/min,T588 s), during
early acceleration (t520 s) the secondary flow is almost uni-
formly directed toward the outer bend side (x540 mm) without
any Dean vortices being present~Fig. 5~a!!. At t525 s, almost
half of the flow changes its direction by 180 deg moving toward
the center of curvature~Fig. 5~b!!. Apparently this is a result of
the arrival of the counter-clockwise vortex having an axis perpen-
dicular to the main flow of this branch and originally generated at
the bifurcation leading edge apex~see Fig. 4!. A little later and
close to the flow peak, two counter-rotating vortices are generated,
the so-called Dean vortices~Fig. 5~c!, t529 s!, with centres lo-
cated toward the outer bend side. As time proceeds, these vortices
become more rounded without tails, and the secondary flow is
essentially restricted close to the two corners of the tube outer
bend. Vortex circulationG/Ub, was reduced during deceleration
~in all the examined cases!, resulting in the following values:
0.293 att570, 0.277 att576, 0.164 att584 s and 0.138 att
587 s. This reduction of vortex strength was anticipated due to
the reduction of the flow rate and the resulting lowered centripetal

forces. At flow minimum when the flow is almost zero, the Dean
vortices existed for about 10 s, but later they dissipated. As it was
pointed out by Komai and Tanishita@32# for an intermittent flow
in a curved tube, there is secondary flow dissipation during long
minimum flow phases, which in turn influences the acceleration
phase. Similar conclusions were drawn for Re5330 and a
55.31. However, when increasing Re to 618, and keepinga con-
stant, in contrast to previous cases only one clockwise vortex was
present during acceleration~Fig. 5~d!, t520 s! with G/Ub
50.272. Att522 s the strength of this vortex was reduced and as
in the previous procedure, two Dean vortices were born before
flow peak. During the end of the period, close to flow minimum,
the counter-clockwise Dean vortex progressively lost strength
~Fig. 5~e! t574 s! while the clockwise Dean vortex spread out,
moving at the same time towards the center of the cross-section.
As a result, only this vortex appears in the subsequent acceleration
phase. A similar phenomenon was predicted by Perktold et al.
@33# for a carotid siphon model, where a unique secondary vortex
was found downstream of a tube bend when at the minimum
physiological flow rate. This was the only case among all the
cases we studied that one secondary vortex was found. It has to be
stressed that repeating the experiment after a few days the same
phenomenon was observed.

Increasinga from 5.31–9.42, the basic change in the secondary
flow, for all the examined Re, was the existence of two Dean
vortices instead of one during acceleration, located closer to the
outer bend side. Apparently, the smaller period of the zero flow
phase, allows the conservation of vortex circulation in the accel-
eration phase. This was also verified numerically by Komai and
Tanishita@32#, who found that the secondary flow in the accelera-
tion phase was reconstructed by residual vortices of the previous
deceleration phase. For Re5412 anda59.42 at flow peak, there
was an interesting flow pattern consisting of four Dean vortices
~Fig. 5~f ! which lasted until the end of this phase. As it is shown
in Fig. 5~f ! one pair was close to the outer bend and the other pair
close to the inner bend. Later on, there were again only two sec-
ondary vortices present~Fig. 5~g!!. It seems that the four vortex
pattern is not a stable one. Hamakiotes and Berger@16# in a nu-
merical study predicted four secondary vortices in a curved tube
which were present only during acceleration. Of course these vor-
tices, in contrast to our observations, were two Dean and two
Lyne type vortices. Also, Winters@19# in a stability analysis of the
flow in a rectangular curved tube showed that among multiple
vortex solutions the most stable is the two vortex one.

Further increasinga to 15.02 we expected to see the so-called
Lyne type vortices predicted by several studies in curved tubes in
which these vortices appeared during acceleration but before flow
peak, whena is greater than 10~Munson@34#, Chang and Tarbell
@5#, Sudo et al.@18#!. However, the common element of the three
flow rates in our experiment fora515.02 was that during accel-
eration the secondary vortices were not Lyne type and not well
shaped. Only during the end of the cycle in the late deceleration
phase were the Dean vortices well organised~Fig. 5~h!, Re
5618, a515.02!. According to the numerical work of Hamak-
iotes and Berger@16#, on pulsating flow in a curved tube, there
were no Lyne vortices predicted when Re was low, independent of
the Womersley parameter, which varied between 7.5 and 25. Con-
cerning the magnitude of circulation, this was of the same order as
in all the other cases. It should be mentioned that according to a
numerical finding of Rindt et al.@17# the secondary vortices for
a524.7 were 50 times smaller that those fora57.8 in contrast
we found that there was no such tendency. Also, the maximum
secondary flow velocities were of the order of 0.6U for all the
examined cases, a value 20% higher than the maximum bulk ve-
locity of this branch. LDA measurements in the same model and
under steady conditions revealed the same order of secondary ve-
locities~Mathioulakis et al.@7#!. Such high secondary flow veloci-
ties were also found by Ethier et al.@31# in a 45-degree junction
for steady flow.

Table 2 The length of vector U compared to ds

Fig. nr U/ds

5a 10.9
5b 5.3
5c 2.7
5d, e 8.7
5f, g 5
5h 3.7
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Conclusions
The flow field in a 90-degree asymmetric bifurcation was stud-

ied experimentally using PIV under pulsating conditions and
equal mean branch flow rates. The examined peak Reynolds num-
ber Re was in the range 330 to 830, and the Womersley parameter
a between 5 and 15. In the extension of the mother tube, during
deceleration the axial flow separated from the bottom wall oppo-
site of the vertical branch forming a shear layer. For lowa ~5.31!
and low Re~330! the shear layer did not roll up, in contrast to
higher Re~618, 824! and lowa that was transformed into discrete
vortices during flow minimum. Increasinga to 15.02, there was a
negative flow region formed close to the bottom wall, without any
vortices, independently of Re. Apparently for higha, viscosity
effects are limited close to the tube walls, while for lowa, any
amplification of flow instabilities is associated with a Reynolds
number increase. During acceleration, negative flow regions or
existing vortices from the previous phase are washed out and, the
flow becomes attached prior to flow peak. At the flow peak pla-
teau unsteadiness is diminished, and the flow tends to behave like
that one under steady conditions. A negative flow region appears
opposite to the vertical branch as in the case of steady flow.

The most characteristic axial flow pattern in the vertical branch
is the formation of a vortex at the bifurcation leading edge apex
during early acceleration. This vortex moves streamwise and to-
wards the center of the cross section where it degenerates. The
streamwise velocity profile is highly skewed with its maximum
being close to the outer bend side and negative flow appears close
to the inner bend, spreading out during deceleration.

For the secondary flow of the vertical branch, the main conclu-
sions are as follows: For lowa and low Re during early accelera-
tion there are no Dean vortices. However, increasinga there are
normally present two counter-rotating Dean vortices during this
phase. For all the examined cases it is characteristic that before
the flow peak any existing vortices are destroyed and two new are
born. This phenomenon is associated with the appearance of the
vertical branch axial flow vortex, which destroys any secondary
flow patterns of the previous phase. During flow peak plateau and
deceleration these vortices become more coherent located close to
the outer bend side of the cross section. Maximum secondary
velocities were on the order of 20% higher than the bulk velocity
of this branch. During deceleration, the strength of the vortices is
progressively reduced. Yet for higher values ofa, the vortices
remain part of the flow until the subsequent acceleration phase.

The objective of this work was to provide information about
time-dependent flow phenomena in a duct bifurcation. The pre-
sented velocity vectors exhibited details of the temporal evolution
of the flow field and revealed its complexity. Due to the idealized
conditions of the experiment~90-degree bifurcation, equal branch
flow rates, equal cross-sectional areas! and the non-circular tubes
of the model, these findings cannot be used directly to applica-
tions concerning the human circulatory system. However, these
results might provide some guidelines for understanding the flow
mechanisms in real vascular bifurcations where the blood flow is
even more complex, and hopefully assist medicine in facing vas-
cular diseases more effectively.
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Concentration Measurements in a
Pressurized and Heated Gas
Mixture Flow Using Laser Induced
Fluorescence
The fuel concentration in a pressurized and heated gas mixture flow was measured by LIF
(laser induced fluorescence) technique. Diacetyl was used as the fluorescence tracer of
fuel and was excited at a wavelength of 355 nm. Influent parameters on the LIF intensity
among the equivalence ratio, the environment temperature and pressure, the flow velocity
were determined from a parametric study. The technique of plans of experiments with
statistical tests and analysis was investigated to determine exactly the preponderant pa-
rameters and their influence on the LIF intensity. For the experimental conditions ex-
plored in this work, the value of the LIF intensity was calculated by developing a qua-
dratic model. By inversion of the transfer function, the equivalence ratio was deduced
with a low mean relative error.@DOI: 10.1115/1.1456462#

Introduction
Laser induced fluorescence~LIF! is a technique widely devel-

oped for the study of the mixture formation in internal combustion
~IC! engines with the measurements of species concentration,
temperature, and the flow visualization@1–4#. Flow fields can be
characterized thanks to this technique by providing qualitative or
semi-quantitative information. To obtain quantitative measure-
ments in an engine, the fuel concentration, the environment tem-
perature and pressure must be exactly known, the LIF intensity is
in fact affected by these parameters. The object of this study is
then to investigate LIF experiments in a pressurized and heated
gas mixture flow to underline the influent parameters between the
temperature, the pressure, the flow velocity, and the fuel concen-
tration on the LIF intensity.

LIF is the light emitted by an atom or molecule following ex-
citation by a laser beam. In a simplified approach, the molecule
could be in two levels. The first one of energyE1 and population
N1 is the ground level, the second one of energyE2 and popula-
tion N2 is the excited level. The excited species reaches an upper
electronic energy level. Besides spontaneous emission of light
~fluorescence!, the molecule can be returned to its original elec-
tronic state by different processes: stimulated emission, inelastic
collisions with other molecules, that is referred to as ‘‘quench-
ing,’’ or to near quantum states by rotational or vibrational energy
transfers, internal energy transfer and dissociation of the molecule
@1#.

According to the laser intensity, two regimes of fluorescence
will be characterized. At low laser intensity, when the spectral
intensity of the incident laser light is strongly lower than the satu-
ration intensity, the regime is called the ‘‘linear fluorescence re-
gime.’’ The LIF signal is then linearly proportional to the incident
laser power. Inversely, when the spectral intensity of incident laser
light is strongly higher than the saturation intensity, the regime is
called the ‘‘saturation fluorescence regime.’’ In this work, the re-
gime is linear in energy and the fluorescence flux is then given by
the following expression:

F5N0
1
•

A21

A211Q21
•I v•

B12•«•V•Vc

4p
. (1)

whereN0
1 corresponds with the number density of the absorbing

species in the ground state,A21 the Einstein coefficient for spon-
taneous emission~fluorescence!, Q21 the quenching rate constant,
B12 the Einstein coefficient for stimulated emission,I v the spectral
intensity of incident laser light,« the detection efficiency of the
collection system,V the solid angle of collection optics, andVc
the collection volume.

In the linear regime, the quenching rate constant could be
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Table 1 Summary of LIF experiments reported in the literature

Data from Refs.@3–24# are included in Table. with iso-octane as fuel
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evaluated to make quantitative measurements. However, this rate
is sensitive to the pressure, the temperature, and the composition.
Quantitative measurements by the LIF technique are then difficult
to investigate. LIF technique is essentially used for imaging flow
or fuel distributions. In this case, LIF is investigated to character-
ize qualitatively flow fields. For fuel concentration measurement
by LIF, different techniques are usually adopted: either a direct
natural fluorescence from the fuel, or a fluorescence from a dopant
molecule. The first technique is easily adapted but could be in-
volved errors in the interpretation of results caused by the com-
plex fuel composition. As the majority of fuels do not fluoresce
with laser beam in the visible or UV region, the second method is
largely developed with the use of dopants or tracers to mark the
fuel. Tracers must present satisfactory spectroscopic qualities~low
quenching rate by oxygen, limited absorption of the laser beam,
good solubility in the fuel, sufficient spectral shift of the fluores-
cence signal relative to the laser excitation wavelength! and ther-
modynamic properties~boiling point and latent heat of vaporiza-
tion similar to the fuel!. Two types of dopants, corresponding to
the above requirements, are usually used for LIF measurements:
aromatic and carbonyl compounds. Fujikawa et al.@2# have evalu-
ated the optimum combination of fluorescence tracer and excita-
tion wavelength which gives the lowest effects of temperature and
pressure on LIF intensity. Between ketones, aldehydes and aro-
matics, acetone and 3-pentanone were selected by the authors in
terms of the lowest temperature and pressure dependence on LIF
intensity with 266 nm excitation. Aromatics, such as toluene, are
strongly quenched by oxygen. Diones present longer excitation

and fluorescence band. For example, diacetyl~2,3-butanedione!
has an absorption band between 200–480 nm and an emission
band between 440–510 nm.

Among all the fuels, iso-octane~trimethyl-2,2,4 pentane! is
largely used in LIF measurements for its good transparency to UV
light above 250 nm@5#. Moreover, its boiling point corresponds to
the 60 percent distillation temperature of gasoline. LIF experi-
ments reported in the literature with this fuel and different dopants
are summarized in Table 1.

In experiments reported in Table 1, LIF technique is used for
imaging fuel distributions in IC engines, for studying the mixture
homogeneity in a single cylinder with the effect of the injection
timing, the air/fuel ratio, the engine speed, the swirl and tumble
flows, the piston geometry. The dopants listed in Table 1 present
satisfactory thermodynamics properties for tracking iso-octane,
except fluoranthene with a high boiling point~657 K against 373
K for iso-octane!. However, their pumping requires the use of
lasers at low wavelength~KrF laser at 248 nm, Nd:YAG laser at
266 nm, XeCl laser at 308 nm!. When excited by a laser beam at
355 nm, diacetyl is usually chosen as the tracer in iso-octane
@21–24#. Its boiling point of 361 K is close to that of iso-octane.
On the other hand, diacetyl decomposes slowly and polymerizes
in presence of impurities, that involves a reduction of its effective
concentration. Baritaud and Heinze@21# have noticed a decreasing
of fluorescence efficiency with time. A fresh mixture of iso-octane
and diacetyl must be used for every experiment. After excitation
by a laser beam, the diacetyl molecules in the ground state absorb
the laser energy and transit to the singlet state. Diacetyl fluoresces

Table 2 Studies on the influence of pressure and temperature on the LIF intensity for several com-
binations of fluorescence tracer and excitation wavelength

Data from Refs.@2#, @12#, @14#, @29–33# are included in Table.
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then from the first excited singlet state~lifetime: 50 ns,l: 440–
480 nm!. Molecules in the singlet state can also transit to the
triplet under the perturbation of the spin-orbit coupling@25#. Di-
acetyl in the triplet state return to the ground state via either in-
tersystem crossing or the phosphorescence transition~lifetime: 1.2
ms, l: 510–600 nm!. Diacetyl molecules may be also deexcited
by colliding with other molecules. The quenching rate constant is
quite small if these species do not include oxygen. Since phos-
phorescence and fluorescence differ only slightly in wavelength,
both phenomena have been studied extensively for diacetyl@26–
28#.

The studies reported in Table 2 were investigated to know ex-
actly the temperature and pressure dependence of the LIF inten-
sity. These studies are necessary to determine the influence of
preponderant parameters~concentration of oxygen, fuel and
tracer, temperature, pressure, flow velocity, laser power . . . ! on
the LIF signal, before setting about quantitative LIF measure-
ments on IC engines.

In the following sections, the experimental setup developed to
follow instantaneously the evolution of the LIF signal, in condi-
tions close to those found in engines, will be described. Then,
experimental results will be discussed. A parametric study with
the influence of different parameters~dopant volumic fraction,
photomultiplier supply voltage, laser power, flow velocity, con-
centration, pressure, temperature! on the LIF signal will be firstly
examined. Finally, from plans of experiments, the significant pa-
rameters will be defined. The value of the equivalence ratio could
be deduced by inverting a transfer function determined from a
quadratic model.

I Experimental Setup
The experimental apparatus~Fig. 1! used to characterize the

influence of different parameters, such as pressure, temperature,
concentration or velocity on the fluorescence phenomenon con-
sists of a stainless steel tube~external diameter: 16 mm; width: 2
mm! equipped with different sensors and an optical system. The
maximum operating pressure of the experimental setup is 0.65
MPa and the maximum temperature is 573 K. The pressure, the
temperature, and the gas flow rates are kept constant in time with
different regulators installed on the tube composed of four parts.

The first part corresponds with the air circuit, where several
sensors control the pressure, the temperature and the volumetric
air flow rate. A 5.5 kW electrical heating system regulates the air
flow temperature. The second part of the experimental setup con-
cerns the fuel injection in the air flow. The fuel flow rate is con-
trolled by a gearing pump entrained magnetically by a compressed
air engine. A large fuel flow rate range~until 1.1 l/min for a pump
speed of 6000 rpm! can be explored, and consequently, a large
equivalence ratio range~from 0.7 to 1.4!. An injector of a domes-

tic fuel boiler is used to introduce and atomize correctly the liquid
fuel in the pipe. Two knees of 90 deg allow to homogenize the
air-fuel mixture, before being injected into the third part of the
experimental set-up, the measurement cell. Pressure and tempera-
ture sensors are installed on this cell equipped of three optical
quartz windows~10 or 20 mm diameter! for the concentration
measurement by LIF. Figure 2 presents in details the optical sys-
tem for LIF signal measurements. It is composed of a continuous
argon laser~300 mW! in UV domain ~from 333.6 to 363.8 nm!
coupled to an optical fiber~efficiency higher to 80 percent!. A
focusing lens system gives an incident coherent light beam of 50
mm diameter approximately. A second optical fiber collects the
emitted fluorescent signal along the axis perpendicular to the in-
cident light beam. The emitted signal is then filtered to eliminate
not only Mie and Rayleigh diffusions~long wave pass filter! but
also the phosphorescence signal~from 510 nm for the diacetyl
molecule!, before reaching a photomultiplier~PM! detector
Hamamatsu Side On R4220 supplied in high voltage with an ac-
curacy of 0.2 Volts and a spectral sensibility from 185 nm to 710
nm. After the measurement cell, the experimental setup is com-
posed of the last part concerning the destruction or burning of the
air-fuel mixture. A flow rate regulator controls the mixture flow
rate and consequently the flow velocity. Below this regulator, the
stainless tube widens suddenly to reduce the flow velocity. A pare-
flame grid fixes then the flame initiated by a spark plug. On the
exhaust pipe, an oxygen sensor calculates the equivalence ratio
with an accuracy of 2 percent. This sensor measures the oxygen or
carbon monoxide concentration in the exhaust gases, through of
the circulation of oxygen ions between two platinum electrodes
separated by a ZrO2 electrolyte@34#.

Table 3 presents equivalence ratio, pressure, temperature and
velocity ranges explored in this work. Interactions exist between
the parameters controlled on the experimental set up. For ex-
ample, a flow at a high velocity can not be investigated at a low
pressure. Conditions of high temperatures set a minimum air rate
to be able to cool the heating element. Concerning the results
presented in this paper, diacetyl was chosen as tracer for LIF
experiments for its satisfactory thermodynamics and spectroscopic

Fig. 1 Experimental setup

Fig. 2 Optical system for the LIF signal measurement

Table 3 Experimental conditions for the measurement of LIF
signal

Minimum Maximum Accuracy

Equivalence ratio 0.7 1.4 2 percent

Pressure~MPa! 0.1 0.65 0.1 percent

Temperature~K! 360 573 0.5 K
Velocity ~m/s! 2 30 3.5 percent
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properties, when excited by an argon laser at 355 nm. It was
mixed at a concentration of 2 percent by volume in iso-octane to
produce strong fluorescence signal with little absorption.

II Experimental Results and Discussion

II.1 Parametric Study: Influence of Different Parameters
on the LIF Signal. The LIF signal delivered by the photomul-
tiplier could be modified by two groups of parameters. The first
one is relative to the physical phenomenon of fluorescence and
includes the equivalence ratio, the gas mixture flow temperature
and pressure, the flow velocity. The second one concerns the pa-
rameters controlled by the experimental setup itself and includes
the dopant volumic fraction, the photomultiplier supply voltage
and the laser power.

II.1.1 Effect of the Dopant Volumic Fraction, the Photomulti-
plier Supply Voltage and the Laser Power.As shown in Fig. 3,
the evolution of LIF signal versus the laser power presents a linear
excitation form in energy for a diacetyl molecule. The two series
plotted in Fig. 3 are realized in steady flows for different condi-
tions of temperature, pressure, equivalence ratio, flow velocity
and for a diacetyl concentration of 2 percent by volume in iso-
octane.

When the photomultiplier supply voltage is fixed to 1000 Volts,
a satisfactory compromise is realized between the anode sensitiv-
ity and the background noise. The maximum laser power at the
output of the optical fiber is set to 280 mW.

A diacetyl volumic fraction between 2–6 percent in iso-octane
is usually chosen in LIF experiments@21–24#. When the dopant
volumic fraction is low, the laser beam absorption is limited. With
the photomultiplier supply voltage and the laser power fixed to
1000 Volts and 280 mW respectively, the amplifier voltage range
is totally covered with a diacetyl volumic fraction of 2 percent in
iso-octane.

II.1.2 Effect of the Flow Velocity. Equation~1! gives the ex-
pression of the fluorescence flux collected by the optical fiber
from a two-level model with quenching and without considering
phosphorescence phenomenon. In the case of a regime linear in
energy, the signal delivered by the photomultiplier is proportional
to the spectral density of energy notedUv :

SLIF'k1•
A21•B12

A211Q21
•N0

1
•Uv (2)

With a flow velocity notedV, a cylindrical laser beam of diam-
eterf laser, of heighthlaserand powerPlaser, the spectral density of
energy received by the diacetyl molecule is given by the following
equation:

Uv5
4•Plaser

p•hlaser•f laser•V
(3)

The LIF signal is then inversely proportional to the flow veloc-
ity notedV, as expressed in Eq.~4!:

SLIF'k•
A21•B12

A211Q21
•N0

1
•

Plaser

V
(4)

As presented in Fig. 4, the flow velocity is not an influent param-
eter on the LIF signal. For given conditions of equivalence ratio,
pressure and temperature, the LIF signal decreases slightly by
0.34 Volts for a flow velocity increasing from 2 m/s to 28 m/s.

II.1.3 Effect of the Equivalence Ratio.When the pressure
and the temperature are fixed in the measurement cell to 0.44 MPa
and 428 K, respectively, the LIF signal increases linearly with the
equivalence ratio increasing, as reported in Fig. 5. This experi-
mental result is in agreement with the expression of the fluores-
cence flux which depends linearly on the equivalence ratio:

F5
«VVc

4p
•

A21•B12

A211Q21
•S 12

1

11
R

Rsto•
M̄air

M̄ f uel

D (5)

The equivalence ratio measurements are realized according to
two methods. For the first five points plotted in Fig. 5, the method
consists of modifying the injected fuel flow rate. For the following
plotted points, the air flow rate varies. As the same evolution of
the LIF signal is obtained by applying either the one or the other
method, the LIF signal depends really on the fuel concentration
and not only the fuel fraction through the laser beam.

II.1.4 Effect of the Pressure.The LIF signal increases lin-
early with the pressure increasing for given conditions of tempera-
ture and equivalence ratio, as shown in Fig. 6. When the tempera-
ture increases from 429 K to 473 K for a pressure and an
equivalence ratio fixed to 0.5 MPa and 0.7, respectively, the LIF
signal decreases slightly by 0.3 Volts. On the other hand, for the
same pressure of 0.5 MPa and a temperature of 473 K, the LIF

Fig. 3 Evolution of the LIF signal versus the laser power

Fig. 4 Evolution of the LIF signal versus the flow velocity

Fig. 5 Variation of the LIF signal versus the equivalence ratio
at a pressure of 0.44 MPa and a temperature of 428 K
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signal increases by 2 Volts when the equivalence ratio increases
from 0.70 to 0.92. From this parametric study, the equivalence
ratio seems to be a more influent parameter than the temperature.

II.1.5 Effect of the Temperature.For constant pressure and
equivalence ratio, the LIF signal decreases linearly with the tem-
perature increasing, as presented in Fig. 7. In fact, the fluores-
cence flux can be expressed as a function of the fuel concentration
noted@fuel#:

F5
«VVc

4p
•

A21•B12

A211Q21
•@ f uel# (6)

with @ fuel#5Pfuel /RT and R58.314 J•K21
•mol21 the universal

gas constant
When the quenching rateQ21 is neglected in comparison with

the Einstein coefficient for fluorescenceA21, the evolution of the
fluorescence flux versus the temperature is represented by a func-
tion 1/x. For the low temperature range explored in this work, the
function 1/x can be compared to a linear evolution, as noted ex-
perimentally.

From the parametric study, the influent parameters on the LIF
signal in the experimental range imposed by the experimental
setup have been determined. The equivalence ratio, the pressure,
the temperature and their interactions of the first order seem to
have an important effect on the LIF signal, which is a linear func-
tion versus these three parameters. On the other hand, the flow
velocity influence seems to be negligible.

To complete this parametric study, plans of experiments have
been investigated to underline the preponderant parameters be-
tween the flow velocity, the equivalence ratio, the pressure and the
temperature, their interactions and to reduce the large amount of
experiments relative to possible values of these parameters. The
LIF signal is then expressed as a transfer function from the influ-
ent parameters.

II.2 Plans of Experiments. To define the preponderant pa-
rameters, a statistical analysis is realized from some plans of ex-
periments@35,36#. Three factors are considered simultaneously for
experimental abilities: equivalence ratio-flow velocity-pressure
~R-V-P plan! or equivalence ratio-pressure-temperature~R-P-T
plan!.

When the input variables are correctly identified, the physical
phenomenon is described by a statistical function from a multilin-
ear regression in a defined experimental range. The linear relation
between the physical phenomenon and the input variables is given
by Eq. ~7!:

y5a1•v11a2•v21 . . . 1a j•v j1ap•vp (7)

wherev j corresponds to explicative variables~in our case, these
variables are the pressure P, the equivalence ratio R, the interac-
tions RT or T2 . . . !, a j are the unknown model coefficients. In
our case, Eq.~7! becomes:

f~R,P,T)5a01a1R1a2P1a3T1a12R.P1a13R.T1a23P.T

1a11R
21a22P

21a33T
2 (8)

The plan of experiments consists of a test matrix where the
columns represent explicative variables and the lines the tests. The
hypothesis of the linear model validity can be expressed according
to the following equation:

y5(
j 51

p

a j•v j (9)

The linear regression provides a fit by optimizing the regression
criterion for given actions. The adjustment allows to estimate the
mean value of the response for a given combination of explicative
variables. The mean value of the response is then estimated from
the fit:

ŷ5(
j 51

p

â j•v j (10)

â j are the estimations ofa j . ŷ represents the estimation of the
mean response. For every testi ~1, i ,N, with N the test num-
ber!, a difference noted« i is observed between the value calcu-
lated from the adjusted model and the real result:

yi5(
j 51

p

â jv j1« i

(11)
« i5yi2 ŷi

The coefficientsâ j are then estimated to minimize an adjustment
criterion on« i , called ‘‘the least squared fit’’:

Min(
i 51

N

~yi2 ŷi !
2 or Min(

i 51

N

« i
2 (12)

Using a matrix form, the response is then given by:

y5X•â1« (13)

where the response vector~y! has for dimensionN* 1,
the matrixX of explicative variables (v i j ) has N lines and p

columns,
the vector of estimated coefficients (â) has for dimension 1* p,
the residue vector~«! has for dimensionN* 1.
The expression of the coefficients minimizing the adjustment

criterion is:

â5~XtX!21Xty (14)

In a plan of experiments, the causes of the studied phenomenon
must be listed and described. These causes are called ‘‘actions’’
and includes the terms ‘‘factors’’ and ‘‘interactions,’’ a combina-
tion of several factors. The multilinear model expressed in Eq.

Fig. 6 Variation of the LIF signal versus the pressure at vari-
ous conditions of equivalence ratio and temperature

Fig. 7 Variation of the LIF signal versus the temperature at a
pressure of 0.3 MPa and an equivalence ratio of 0.80
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~13! does not allow to estimate the importance of every factorf or
actionA. To have an homogeneity for the different levels of every
factor, the factor values must be dimensionless from a centering
relation. The factors f take then the value of the level m, called
modality ~for instance,~21! and ~11!, instead of Pmin50.1 MPa
and Pmax50.65 MPa!. In this case, Eq.~14! becomes:

â* 5~X* tX* !21X* ty (15)

Equation~15! can be simplified according to some assumptions
on the matrix (X* tX* ), as a diagonal matrix by group for in-
stance. The coefficients for the different factors of modalitym and
relative to an action can be easily calculated from the following
equation, in the case of an orthogonal plan, that means a plan with
similar levels for the different factors@35#:

âm
f 5 ȳm

f 2 ȳ (16)

with âm
f the estimation of the coefficient linked with the modality

m of the factorf, ȳm
f the mean value of tests where the factorf

takes the modalitym,

ȳ5
1

N (
i 51

N

ȳi

The modality suffixm of the factor f varies between 1 and
lev( f ), the level number of the factorf. The factor suffixf varies
from 1 to F, the factor number in the model. The level number
depends on the type of the influence. To estimate a linear influ-
ence, two levels are sufficient.

Concerning an interaction of two factors, the coefficient of a
level mm8 is expressed by:

âmm8
f f 8 5 ȳmm82 ȳ2âm

f 2âm8
f 8 (17)

Moreover, these different coefficientsâm
f andâmm8

f f 8 are used to
validate the importance of every factor or action with a statistical

analysis based on a calculation of variancess25( i 51
n (xi

2 x̄)2/n. The law of Snedecor compares the unknown variances
s1

2 and s2
2 of two normal populations atn1 and n2 freedom de-

grees. For instance, for two series of resultsx11, x12, . . . ,x1n1
~mean valuex1! andx21, x22, . . . ,x2n2 ~mean valuex2!, the vari-
ancess1

2 ands2
2 are estimated by:

ŝ1
25

( i 51
n1 ~x1i2x1!2

n121
(18)

ŝ2
25

( i 51
n2 ~x2i2x2!2

n221

In our case, the variance induced by the actionA is compared
with the residual variance induced by the modelM. Both vari-
ances are expressed by Eqs.~19! and ~20!, respectively:

Var~A!5
C~A!

l ~A!
(19)

ResVar~M !5
( i 51

N ~« i !
2

N2L
(20)

with C(A) the contribution of an action A with a number of levels
noted lev~A!,

C~A!5
N

lev~A! (
m51

lev~A!

âm
f 2

(21)

l(A) the number of freedom degree for the actionA,
N the test number,
L the number of freedom degree for the model.L represents the

minimum test number to realize and corresponds with the sum of
the freedom degrees of the actions.

Fig. 8 Influence of the pressure, the equivalence ratio and the
flow velocity on the LIF signal

Fig. 9 Influence of the pressure, the equivalence ratio and the
temperature on the LIF signal

Table 4 Matrix of effects for the R-V-P plan
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To know exactly the importance of every factor, the ratio
F̂(A)5Var(A)/ResVar(M ) is compared with the ratioFp

5ŝ1
2/ŝ2

2, where the suffixp can take different values between 0.9
and 0.975, that means a risk between 2.5 percent and 10 percent to
make an error by underlining the influence of an action. The ratio
Fp is given by the tables of Snedecor with freedom degrees equal
to l(A) and (N2L), for the variance Var(A) and the residual
variance ResVar(M ), respectively.

In this work, the plans of experiments allow to studyp factors,
that means 2p measurements. The matrixX is composed of an
alternation between~21! and ~11! for the column of the first
factor, an alternation between~21! and ~11! from 2 to 2 for the
column of the second factor, from 4 to 4 for the column of the
third factor. The matrix defined for the equivalence ratio, the flow
velocity and the pressure is defined in Table 4 with the mean value
of the LIF signal.

The factors have the same number of levels, the effects of the
factors R-V-P and R-P-T on the LIF signal can then be plotted
~Figs. 8 and 9!.

As presented in Fig. 8, the flow velocity has a negligible influ-
ence on the LIF signal, whereas the equivalence ratio and the
pressure are equivalent effects. Concerning the plan R-P-T~Fig.
9!, the flow velocity varies between 2.5 and 30 m/s. The three
factors ~equivalence ratio, pressure, temperature! have important
effects on the LIF signal.

Results of the statistical analysis for the R-P-T and R-V-P plans
are summarized in Tables 5 and 6 of the variance analysis, where
the significant factors are noted. The exponents~1! and ~2! cor-
respond with the levels~11! and~21!, respectively. The number
of tests notedN is equal to 16, the number of freedom degree for
the model notedL is equal to 7. Every action has one freedom
degree l(A). For the plans R-V-P and R-P-T, the Snedecor tables
give the ratioFp , with p equal to 0.975, that means a maximum
risk of 2.5 percent, with freedom degrees l(A) and (N2L) equal
to 1 and 9, respectively:F0.975(1,9)55.12. As presented in Table
5, the risk is then lower than 2.5 percent, that the flow velocity
from 2.5 to 30 m/s influences the LIF signal. On the other hand,
the effects of the equivalence ratio, the pressure and their interac-

Table 5 Statistical analysis for the R-V-P plan
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tions of the first order on the LIF signal are significant, for ranges
from 0.75 to 1.4 and 0.1 to 0.65 MPa, respectively.

As indicated in Table 6, the equivalence ratio, the pressure, the
temperature and their interactions of the first order are significant
at 97.5 percent for the following ranges: from 0.7 to 1.4, from
0.14 to 0.62 MPa and from 378 K to 543 K.

II.3 Transfer Function. The transfer function allows to es-
timate the value of the LIF signal for given experimental condi-
tions. The polynomial models are well adapted; they are not
linked to the physical mechanism and are linear against the dif-
ferent coefficients. If the pressure and the temperature are known,
the value of the equivalence ratio could be determined from the
inversion of this transfer function.

The following quadratic model is studied:

f~R,P,T)5a1a1R1a2P1a3T1a12R.P1a13R.T1a23P.T

1a11R
21a22P

21a33T
2 (22)

Box and Draper@37# have developed a methodology for the
quadratic models. This technique uses a heterogeneous centered

plan of experiments, where the factors are five levels~Fig. 10!.
Ten constants must be determined. The interactions between the
different factors are analyzed from this plan. The point at the
center of the experimental range is the alone repeated scheme of
the plan; the problem of the measurement repeatability is then
investigated. The star points, noted~g! in Fig. 10, represent two
tests by factors. Every factor takes then five different levels of the
plan.

The value~g! is chosen from a criterion developed by Box and
Draper @37#. The variance of the response defined by the model
must be a polynomial function of the distance to the domain cen-
ter. The value~g! is then given by:

g5Nf
1/4 (23)

with Nf the number of points for the plan.
In our case, the Box and Draper criterion givesg'1.68. The

levels of the different factors are noted in Table 7.
The coefficients of the transfer function are estimated by iden-

tification with the elements given by the following equation:

Table 6 Statistical analysis for the R-P-T plan
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â5~XtX!21Xty (24)

wherey is the response vector~15*1! of the LIF signal,X is the
matrix of the plan~15*10!.

Table 8 presents the estimated coefficients of the model which
minimizes the sum of the squared residual differences between the
measured responses and the estimated responses.

The mean relative error for the 15 points used in the calculation
of the model coefficients for the LIF signal is equal to 2.36 per-
cent. The real phenomenon in the considered experimental range
must be correctly explained by the coefficients of the model. The
variance analysis applied to the fit allows to check if a dodge to
the model exists and if the fit is significant. The residual variance
of the model is then compared to the variance of the measure-
ments by a Snedecor test. Concerning the LIF signal, when the
quadratic model is applied with 10 experimental points not used in
the calculation of the model coefficients, the mean relative error
between the calculated LIF signal and the measured one is lower
to 3.1 percent. For the points outside the experimental range, the
errors are lower to 9 percent.

If the quadratic model is inverted, the equivalence ratio can be
expressed from:

SLIF5 f ~R,P,T! to R5g~SLIF,P,T! (25)

For the test i:

Si
LIF5a11Ri

21~a11a12Pi1a13Ti !Ri1~a1a2Pi1a3Ti

1a23PiTi1a22Pi
21a33Ti

2!

noted

ARi
21BRi1C50 with (26)

A5a11; B5~a11a12Pi1a13Ti !;

C5~a1a2Pi1a3Ti1a23PiTi1a22Pi
21a33Ti

2!2Si
LIF

(26)

After the resolve of the second degree equation (ARi
21BRi

1C50), the equivalence ratio has for value:

R15
2B1AB224AC

2A
(27)

The rootsR25(2B2AB224AC/)2A obtained from Eq.~26!,
always higher than 5, are eliminated.

Table 9 reports calculated values of equivalence ratio from val-
ues of pressure, temperature, LIF signal for the 15 experimental
points used in the calculation of the model. The mean relative
error between the calculated equivalence ratio and the measured
one by the oxygen sensor with an accuracy of 2 percent is equal to
2.19 percent for the 15 experimental points. Concerning 10 ex-
perimental points not used in the calculation of the model, the
mean relative error between the calculated and measured equiva-
lence ratio is lower to 2.90 percent for 8 points inside the experi-
mental range, and to 8 percent for two points outside the experi-
mental range.

In conclusion, a quantitative measurement of fuel concentration
can be realized from a measurement of LIF signal by inverting the
quadratic model expressed in Eq.~22!. However, to apply the
developed model in an IC engine, the parameters, pressure and
temperature, must be known accurately at the measurement point
of fluorescence. In an IC engine, the pressure is distributed uni-
formly at a given time and is easily determined. On the other
hand, important gradients of temperature are usually observed.
The local and instantaneous temperature is rarely evaluated. In
this case, it is necessary to discuss the accuracy of the equivalence
ratio determination from the measurement of LIF signal according
to the errors in the measurement or estimated values of tempera-
ture. To estimate the accuracy of the calculated equivalence ratio,
a simplified quadratic model is established, where the contribu-
tions RT, PT, P2, and R2 are neglected from the variance analysis
of the plan:

SLIF5f~R,P,T)5m1m1R1m2P1m3T1m12R.P1m33T
2

(28)

The equivalence ratio is then given as a function of LIF signal,
pressure and temperature:

R5
SLIF2m2m2P2m3T2m33T

2

m11m12P
(29)

By considering fixed values of pressure and LIF signal, measured
values accurately and easily, the absolute error of equivalence
ratio DR is calculated for a temperature variationDT:

RT1DT5RT1DR

with

DR52@m31m332T#
DT

m11m12P
(30)

The error about the calculated equivalence ratio depends directly
on the accuracy of the temperature measurement. For a tempera-
ture estimated at 473 K610 K, a pressure of 0.1 MPa, the equiva-
lence ratio calculated from the transfer function is thenR60.05.

Fig. 10 Example of a heterogeneous centered plan with two
factors „equivalence ratio and pressure …

Table 7 Levels of influent factors for the quadratic model

Level R P~MPa! T ~K!

~21.68! 0.70 0.15 373
~21! 0.82 0.24 403
~0! 1.00 0.375 448
~11! 1.18 0.51 493
~11.68! 1.30 0.60 523

Table 8 Estimated coefficients for the transfer function

â â1 â2 â3 â12 â13 â23 â11 â22 â33

20.806 1.006 0.1708 0.0033 21.362 20.0011 20.00067 20.4597 20.0071 20.00002
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Conclusions
LIF technique was investigated to measure exactly the fuel con-

centration in a pressurized and heated gas mixture flow. An ex-
perimental setup was developed to follow instantaneously the LIF
signal for a pressure range of 0.1–0.65 MPa, a temperature range
of 360–573 K, a flow velocity range of 2–30 m/s and an equiva-
lence ratio range of 0.7–1.4. The combination of a 2 percent di-
acetyl volumic fraction as the fluorescence tracer of iso-octane
and 355 nm as the excitation wavelength was used in order to
minimize the laser beam absorption and to produce strong fluo-
rescence signal. From a parametric study, influent parameters on
the LIF signal were determined. The flow velocity is not a pre-
ponderant parameter, unlike the equivalence ratio, the ambient
pressure, the ambient temperature and their interactions of the first
order, which have an important effect on the LIF signal. The tech-
nique of plans of experiments was applied to complete the para-
metric study. Two plans were considered for experimental abili-
ties: the equivalence ratio-flow velocity-pressure plan and the
equivalence ratio-pressure-temperature plan. The LIF phenom-
enon is described by a statistical function from a multilinear re-
gression in the experimental range. For both plans of experiments,
the results of the statistical analysis, including the variance and
the contribution of actions, the Snedecor tests, are similar to those
deduced from the parametric study. The flow velocity has a neg-
ligible influence on the LIF signal, whereas the three factors, such
as the equivalence ratio, the pressure, the temperature, and their
interactions of the first order, have important effects. For instance,
the risk is lower than 2.5 percent, that the flow velocity varying
between 2.5–30 m/s influences the LIF intensity. From a quadratic
model, a transfer function was determined to calculate the value
of the LIF intensity for given experimental conditions of pressure,
temperature, flow velocity, fuel concentration. By inversion of the
quadratic model, the equivalence ratio was calculated, with a
mean relative error lower to 2.20 percent. However, the inverted
quadratic model can be applied to measure quantitatively the fuel

concentration from a measurement of LIF signal when the tem-
perature and the pressure are known accurately. The pressure is a
parameter easily determined, even in an IC engine where it is
distributed uniformly. Concerning the temperature, the two-line
technique based on laser induced fluorescence of a dopant excited
with two different wavelengths can be applied for an accurate
measurement@38#. From the quasi-simultaneous excitation at two
wavelengths, the ratio of the fluorescence signal intensities re-
flects the local temperature. Moreover, for quantitative measure-
ments of fuel concentration in IC engines, specially engines with
stratified load and systems with exhaust gas recirculation, where
fuel concentration inhomogeneities are present, the experimental
range used in this work for the transfer function application must
be increased.
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Nomenclature

A 5 action of the studied phenomenon~including
factors and interactions!

A21 5 Einstein coefficient for spontaneous emission
~fluorescence!

B12 5 Einstein coefficient for stimulated emission
C(A) 5 contribution of an action~A!
hlaser 5 laser beam height~mm!

I v 5 spectral intensity of incident laser light
~W•cm22

•Hz21!
k1 , k2 5 proportional coefficient

l (A) 5 number of freedom degree for the action~A!
L 5 number of freedom degree for the model

M̄ 5 molecular weight~g•mol21!
N 5 test number

Table 9 Calculation of the equivalence ratio for the 15 points of the plan
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N0
1 5 number density of the absorbing species in the

ground state~cm23!
P 5 pressure~MPa!

Plaser 5 laser power~W!
Q21 5 quenching rate constant

R 5 equivalence ratio
Resvar~M! 5 residual variance induced by the model M

SLIF 5 LIF signal ~V!
T 5 temperature~K!

Uv 5 spectral density of energy at the frequencyv
~J•m23!

V 5 flow velocity ~m•s21!
Var(A) 5 variance induced by the action~A!

Vc 5 collection volume~cm3!

Greek symbols

« 5 detection efficiency of the collection system
F 5 fluorescence flux~J•cm22!
l 5 wavelength~nm!
V 5 solid angle of collection optics~sr!

f laser 5 laser beam diameter~mm!

References
@1# Zhao, H., and Ladommatos, N., 1998, ‘‘Optical diagnostics for in-cylinder

mixture formation measurements in IC engines,’’ Prog. Energy Combust. Sci.,
24, pp. 297–336.

@2# Fujikawa, T., Hattori, Y., and Akihama, K., 1997, ‘‘Quantitative 2-D fuel dis-
tribution measurements in a SI engine using laser-induced fluorescence with
suitable combination of fluorescence tracer and excitation wavelength,’’ SAE
Paper 972944.

@3# Neij, H., Johansson, B., and Alden, M., 1994, ‘‘Development and demonstra-
tion of 2D-LIF for studies of mixture preparation in SI engines,’’ Combust.
Flame,99, pp. 449–457.

@4# Johansson, B., Neij, H., Alden, M., and Juhlin, G., 1995, ‘‘Investigations of the
influence of mixture preparation on cyclic variations in a SI-engine using laser
induced fluorescence,’’ SAE Paper 950108.

@5# Itoh, T., Kakuho, A., Hishinuma, H., Urushiahara, T., Takagi, Y., Horie, K.,
Asano, M., Ogata, E., and Yamasita, T., 1995, ‘‘Development of a new com-
pound fuel and fluorescent tracer combination for use with laser induced fluo-
rescence,’’ SAE Paper 952465.

@6# Urushihara, T., Nakata, T., Kakuhou, A., and Takagi, Y., 1996, ‘‘Effects of
swirl and tumble motion on fuel vapor behavior and mixture stratification in
lean burn engine,’’ JSAE Review,17, pp. 239–244.

@7# Hishinuma, H., Urushihara, T., Kakuho, A., and Itoh, T., 1996, ‘‘Development
of a technique for quantifying in-cylinder A/F ratio distribution using LIF
image processing,’’ JSAE Review,17, pp. 355–359.

@8# Reboux, J., Puechberty, D., and Dionnet, F., 1994, ‘‘A new approach of planar
laser induced fluorescence applied to fuel/air ratio measurement in the com-
pression stroke of an optical S. I. engine,’’ SAE Paper 941988.

@9# Reboux, J., Puechberty, D., and Dionnet, F., 1996, ‘‘Study of mixture inhomo-
geneities and combustion development in a S. I. engine using a new approach
of laser induced fluorescence~FARLIF!,’’ SAE Paper 961205.

@10# Knapp, M., Beushausen, V., Hentschel, W., Manz, P., Gru¨nefeld, G., and An-
dresen, P., 1997, ‘‘In-cylinder mixture formation analysis with spontaneous
raman scattering applied to a mass-production SI engine,’’ SAE Paper 970827.

@11# Kim, K. S., Choi, M. S., Lee, C. H., and Kim, W. T., 1997, ‘‘In-cylinder fuel
distribution measurements using PLIF in a SI engine,’’ SAE Paper 970509.
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A Comparison of Data-Reduction
Methods for a Seven-Hole Probe
Two data-reduction methods were compared for the calibration of a seven-hole conical
pressure probe in incompressible flow. The polynomial curve-fit method of Gallington and
the direct-interpolation method of Zilliac were applied to the same set of calibration data,
for a range of calibration grid spacings. The results showed that the choice of data-
reduction method and the choice of calibration grid spacing each have an influence on the
measurement uncertainty. At high flow angles, greater than 30 deg, where flow may
separate from the leeward side of the probe, the direct-interpolation method was prefer-
able. At low flow angles, less than 30 deg, where flow remains attached about the probe,
neither data-reduction method had any advantage. For both methods, a calibration grid
with a maximum interval of 10 deg was recommended. The Reynolds-number sensitivity of
the probe began at Re55000, based on probe diameter, and was independent of the
data-reduction method or calibration grid spacing.@DOI: 10.1115/1.1455033#

1 Introduction
The seven-hole conical pressure probe is a non-nulling velocity

probe used to measure the local time-mean velocity vector in
wind-tunnel flows. The probe is sensitive to flow angles up to 80
deg from the probe axis. Calibration of a seven-hole probe re-
quires subjecting the probe to flows of known velocity magnitude
and direction. Pressures at the seven ports are measured for each
angular position of the probe during the calibration. A calibration
data-reduction method is then employed, such as the polynomial
curve-fit method of Gallington@1,2# or the direct-interpolation
method of Zilliac@3#. In Gallington’s method, the calibration data
are used to develop a set of response equations. The calibration
data are represented as dimensionless pressure coefficients, and a
least-squares approach is used to fit the flow properties to third-
order polynomial expansions of the pressure coefficients. In Zilli-
ac’s method, the calibration data, represented as directional pres-
sure coefficients, are interpolated directly without the need to
determine response equations. These two data-reduction methods
have been widely adopted for measurements in compressible
flows @4,5#, vortex flows @6–8#, wakes@9#, and turbomachinery
@10#.

Recently, several hybrid data-reduction methods have been de-
veloped for the seven-hole probe, by Venkateswara Babu et al.
@11#, Wenger and Devenport@12#, and Johansen et al.@13,14#. The
hybrid methods combine various features of the polynomial
curve-fit and direct-interpolation methods. A neural network data-
reduction method has also been used@15,16#. The motivation for
many of these newer methods has been to improve the accuracy of
the seven-hole probe.

Because of the number of different data-reduction methods in
the literature, it is of interest whether the choice of data-reduction
method can influence the measurement uncertainty of the seven-
hole probe for a given calibration data set. Most studies have not
implemented other data-reduction techniques on the same calibra-
tion data set. Therefore, it is not possible to assess if there were
other factors, such as a different calibration grid spacing or more
accurate pressure transducers, which might also have contributed
to an improved accuracy over other studies. For instance, both
Venkateswara Babu et al.@11# and Johansen et al.@14# have
claimed that their hybrid method is more accurate than a conven-
tional polynomial curve fit. However, these assertions were not
substantiated by applying the curve-fit method to their own data

set. In the present study, as a step towards clarifying this issue, the
measurement uncertainty of Gallington’s method and Zilliac’s
method is compared for the same calibration data set.

Since calibration of a probe can be time-intensive, the influence
of the calibration grid density on measurement uncertainty needs
to be explored. Authors have rarely reported the calibration grid
spacing they adopted. Johansen et al.@14# note that it typically
varies from 0.5–5 deg while Venkateswara Babu et al.@11# used 9
deg. Furthermore, the influence of different grid spacings on the
measurement uncertainty has not been explored by others, al-
though the success of direct-interpolation methods may be sensi-
tive to the size and density of the calibration data. In the present
study, the calibration grid density is varied and its impact on mea-
surement uncertainty is assessed for the methods of Gallington
and Zilliac. The sensitivity of the probe to the Reynolds number is
also examined.

2 Background
The seven-hole pressure probe originated at the U.S. Air Force

Academy@1,2#, where there was a need to obtain meaningful ve-
locity information at high flow angles~where a five-hole probe
becomes ineffective!. The seven-hole probe is conical-shaped,
with a cone angle between 30 and 45 deg, and has six outer
pressure ports (n51 – 6) surrounding a central port (n57). Pres-
sure information from the seven holes is combined to compute
four pressure coefficients, representing the local pitch angle,u,
yaw angle,c, total pressure,Ptotal , and dynamic pressure,q. This
information then yields the local velocity vector,V¢ ; see Fig. 1~a!.

At low flow angles, flow remains attached over the entire sur-
face of the probe and the central port (n57) reads the highest
pressure. Pressure information from all seven holes may be used
to determine the flow conditions. At high flow angles, separated
flow occurs on the leeward side of the probe and an off-center port
(n51 – 6) will read the highest pressure. Only a subset of the
seven pressures is then used to determine the flow conditions,
based on the port reading the maximum pressure and those ports
immediately adjacent to it. This distinction between low and high
angles leads to a sectoring scheme being employed, based on
which port (n51 – 7) reads the highest pressure; see Fig. 1~b!.

Following an approach similar to that of Zilliac@3#, a radial
pressure-difference coefficient,CPr , may be used to represent the
local pitch angle,u, and a tangential pressure-difference coeffi-
cient, CPt , may be used to represent the local yaw angle,c.
Similar coefficients,CPtotal and Cq , are used to represent the
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local total pressure and dynamic pressure, respectively. These co-
efficients are defined for low angles~corresponding to sector 7! as
follows:

CPr,75
2~P42P1!1~P32P6!2~P22P5!

2~P72 P̄7!
(1)

CPt,75
~P32P6!1~P22P5!

)~P72 P̄7!
(2)

CPtotal,75
P72Ptotal

P72 P̄7

(3)

Cq,75
P72 P̄7

q
(4)

where

P̄75
1

6 (
n51

6

Pn . (5)

For high angles, the coefficients are defined for port number~or
sector! n, wheren51 to 6, as follows:

CPr,n5
Pn2P7

Pn2 P̄n

(6)

CPt,n5
Pn212Pn11

Pn2 P̄n

(7)

CPtotal,n5
Pn2Ptotal

Pn2 P̄n

(8)

Cq,n5
Pn2 P̄n

q
(9)

where

P̄n5
Pn111Pn21

2
. (10)

The two prevailing calibration data-reduction methods are now
briefly described.

2.1 Polynomial Curve-Fit Method. The polynomial curve-
fit data-reduction method of Gallington@1,2# is applied separately
to each sector’s calibration data. Four different response equations
must be found for each sector, one for each of the four flow
properties (u,c,CPtotal ,Cq). Each flow property is represented
by a third-order polynomial expansion of the pressure coefficient
data ~CPr and CPt!. Using all of the calibration data within the
sector, a least-squares technique is used to find the polynomial
coefficients,K12K10, for each flow property and sector combi-
nation. A total of 280 calibration constants must be found. An
example is shown in Eq.~11! for flow propertyu and sector 1.

u15K1,u1
1K2,u1

CPr,11K3,u1
CPt,11K4,u1

CPr,1
2 1K5,u1

CPt,1
2

1K6,u1
CPr,1CPt,11K7,u1

CPr,1
3 1K8,u1

CPt,1
3 1K9,u1

CPr,1
2 CPt,1

1K10,u1
CPt,1

2 CPr,1 (11)

2.2 Direct-Interpolation Method. In the direct-
interpolation method of Zilliac@3#, the calibration data of a given
sector (n51 – 7) are interpolated directly for each measurement.
Because the calibration data within a given sector can be unevenly
spaced, the Akima IMSL interpolation scheme@17# is used to
interrogate the data and estimate the flow angle and velocity. For
each measurement, two interpolations of the calibration data are
performed. First, the flow angle coefficient data~CPr andCPt! are
interpolated to obtain the pitch and yaw angles,u andc, respec-
tively. Second, the flow angle data~u and c! are interpolated to
obtain the total pressure and dynamic pressure coefficients,
CPtotal andCq , respectively.

3 Experiment Setup
Experiments were conducted in a low-speed, closed-return

wind tunnel, with a test section of 0.91 m~height!
31.13 m~width!31.96 m~length!. The longitudinal freestream
turbulence intensity was no greater than 0.6% over the speed
range of the experiments~U55 to 30 m/s!. The velocity nonuni-
formity in the central portion of the test section, outside the test
section wall boundary layers, was no greater than 0.5%.

A 3.45-mm diameter seven-hole probe was manufactured with
a cone angle of 30 deg. The probe was comprised of seven close-
packed 1-mm diameter stainless steel tubes fitted into an outer
stainless steel sleeve. The probe was mounted in an automated
variable-angle calibrator located in the center of the test section.
Two stepping motors were used to position the probe in pitch and
yaw. The in-situ calibration eliminates uncertainty caused by dif-
ferences between the test flow conditions and the calibration flow
conditions, such as unsteadiness and turbulence levels often en-
countered when using a calibrator jet~such as for a hot-wire an-
emometer!. In these experiments, the probe Reynolds number
ranged from Re51000 to 6500, based on the probe diameter.

Reference conditions were measured with a Pitot-static probe
~United Sensor, 3.2-mm diameter! and Datametrics Barocell abso-
lute and differential pressure transducers. Seven-hole probe pres-
sure measurements were conducted with a Scanivalve pressure
multiplexer and a pair of Validyne differential pressure transduc-

Fig. 1 „a… Flow angle nomenclature; „b… sectoring scheme,
based on hole numbers 1 through 7
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ers. Data were acquired with a Compaq Deskpro 450 MHz Pen-
tium II microcomputer with a National Instruments AT-MIO-
64F-5 data acquisition board. Programs were written in National
Instruments LabVIEW software. Pressure signals were typically
sampled at 500 Hz for 8–10 seconds, with a 2-second delay time
to allow for conditions to reach steady-state and for the probe to
be repositioned.

4 Results and Discussion
Probe calibrations were performed at Re53200 over an angular

range of672 deg in pitch and yaw. The angular spacing of the
calibration grid, which was uniform in the pitch and yaw direc-
tions, was varied from 5.6 to 14.4 deg between the calibrations.
The separation criteria of Zilliac@3# were applied to the pressure
data to eliminate flow angle configurations that could give erro-
neous results through insufficient meaningful pressure informa-
tion. This occurs when the flow angle is such that the flow is not
attached over four or more ports.

Of interest was the contribution of the data-reduction method to
the measurement uncertainty of the seven-hole probe calculated
for a range of calibration grid spacings. The measurement uncer-
tainty of each flow property was computed using a standard error
approach, which was also adopted by@1,2#. For N measurements
evenly distributed over the complete angular range of the probe,
the flow properties computed by the data-reduction method are
compared with their known~measured! values. For example, the
uncertainty in the pitch angle,su , is given in Eq.~12!.

su5A1

N (
i 51

N

~umeasured,i2ucomputed,i !
2 (12)

For each flow property, one standard error was computed for low
flow angles~sector 7! and another was computed for high flow

angles~sectors 1 through 6!. Approximately 2000 measurements,
obtained from the sum of the calibration data, were used to com-
pute the standard errors.

It should be emphasized that the uncertainty results shown rep-
resent the precision of the data-reduction method only. The posi-
tioning precision of the variable-angle calibrator, of60.45 deg, is
not incorporated into the results. The precision in the pressure
measurements, which was estimated as61%, is excluded also.
Although the absolute uncertainty levels reported are higher than
those of some other studies, it is not these values themselves
which are important but rather the comparison between the two
data-reduction methods. Nonetheless, the results underscore the
need for highly accurate variable-angle calibrators and pressure
transducers to minimize any additional sources of measurement
uncertainty apart from the data-reduction method. It should be
noted that the use of a60.5% pressure transducer would greatly
improve the overall probe uncertainty.

4.1 Measurement Uncertainty. The uncertainty in the flow
angles,su andsc , as a function of the calibration grid spacing, is
shown in Fig. 2. For small grid spacings, the two data-reduction
methods introduce comparable uncertainty in pitch and yaw for
low-angle measurements, of 0.4 and 0.9 deg, respectively. How-
ever, the direct-interpolation method was superior for high-angle
measurements, with an uncertainty of 1.7 deg in pitch angle and
0.9 deg in yaw angle.

The uncertainty in the local total pressure and dynamic pres-
sure,s total andsq , is shown in Fig. 3. For these measurements,
neither data-reduction method had an advantage. For small grid
spacings, at low flow angles, the uncertainty was less than 2% for
both pressures. At high flow angles, the uncertainty was less than
5% for both pressures. The velocity magnitude could be measured
within 1% and 3% for the low and high angle regimes, respec-
tively, for small grid spacings.

These results illustrate that the choice of data-reduction method

Fig. 2 Measurement uncertainty, Re Ä3200: „a… pitch angle; „b…
yaw angle. High flow angles: j, polynomial curve fit; h, direct
interpolation. Low flow angles: m, polynomial curve fit; n, di-
rect interpolation.

Fig. 3 Measurement uncertainty, Re Ä3200: „a… total pressure;
„b… dynamic pressure. High flow angles: j, polynomial curve
fit; h, direct interpolation. Low flow angles: m, polynomial
curve fit; n, direct interpolation.
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has an influence on the measurement uncertainty, for the same
set of calibration data. In a number of cases, particularly for
larger angular spacings, the direct-interpolation method yielded a
lower measurement uncertainty. Some results are summarized in
Table 1.

The experiments also showed that the uncertainty was mostly
independent of the number of calibration grid points, but provided
the angular spacing of the calibration grid was less than 10 deg;
see Figs. 2 and 3 and Table 1. Both data-reduction methods appear
to be influenced in a like manner by the choice of calibration grid
density.

4.2 Reynolds Number Sensitivity. Since a calibration is
typically performed at a single velocity, whereas measurements
are often acquired in flows of spatially varying velocity, the sen-
sitivity of the probe to the Reynolds number was examined. Pitot-
static probes and directional pressure probes exhibit a sensitivity
at low flow velocities, for Re,1000– 3000@18#, so the investiga-
tion was focused on flows with velocities lower than the calibra-
tion velocity. A calibration was performed with a grid spacing of
9.0 deg at Re56500, corresponding toU530 m/s. Measurements
were then acquired at Reynolds numbers between 1000 (U
55 m/s) and 6500 (U530 m/s). At each Reynolds number, 100
measurements were acquired, with the same angular positions for

each measurement set. Selected results in Fig. 4 show an increas-
ing measurement uncertainty as the Reynolds number is lowered.
These results indicate that the seven-hole probe becomes sensitive
to the Reynolds number for Re,5000, and that the sensitivity is
independent of the data-reduction method. This result is consistent
with @12#, who found the seven-hole probe to exhibit Reynolds
number effects for Re,8000.

Conclusions
Experiments were conducted in a low-speed wind tunnel with a

seven-hole conical pressure probe to examine the effectiveness of
two calibration data-reduction methods applied to the same set of
calibration data. It was demonstrated that the choice of data-
reduction method could have an influence on the measurement
uncertainty. The direct-interpolation method of Zilliac@3# yielded
the lower measurement uncertainty, but only when the flow angle
exceeded 30 deg. Otherwise, there was no significant advantage to
using the direct-interpolation method over Gallington’s@1,2#
curve-fit method. Since probe calibration can be a lengthy exer-
cise, the influence of the calibration grid density on the measure-
ment uncertainty was also examined. The experiments showed
that the measurement uncertainty of both data-reduction methods
is sensitive to the calibration grid spacing, and a maximum cali-
bration grid spacing of 10 deg was recommended. The sensitivity
of the probe to the Reynolds number was also studied. The effec-
tiveness of the probe was found to be reduced when Re,5000.
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Nomenclature

CPr 5 radial pressure-difference coefficient
CPt 5 tangential pressure-difference coefficient

CPtotal 5 local total pressure coefficient
Cq 5 local dynamic pressure coefficient

K1–K10 5 polynomial coefficients
N 5 number of measurements

Pn 5 pressure at portn, wheren51 – 7
Ptotal 5 local total pressure

q 5 local dynamic pressure
Re 5 probe Reynolds number, Re5Ud/n, whered is the

probe diameter, andn is the kinematic viscosity
U 5 freestream velocity
V̄ 5 local velocity vector

x, y, z 5 coordinate axes
u 5 pitch angle
s 5 standard error
c 5 yaw angle

Subscripts

n 5 port number or sector number
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Predicting Mixing Volumes in
Serial Transport in Pipelines
This paper presents a model for predicting the contaminated mixing volume arising in
pipeline batch transfers without physical separators. The proposed technique represents
an improvement over the existing methods since it takes into account time-dependent flow
rates and accurate concentration-varying axial dispersion coefficients. The governing
equation of the model forms a nonlinear boundary-value problem that is solved by a finite
element method coupled to the Newton’s method. A comparison among the theoretical
predictions of this method, a field test, and other classical procedures show that the
proposed method exhibits the best estimate over the whole range of admissible concen-
trations investigated.@DOI: 10.1115/1.1459078#

Introduction
The batch transfer of petroleum products in long pipelines is a

current practice all over the world. Unless mechanical separators
such as scrapers or pigs are employed@1#, there will be a certain
amount of mixing between products, which is called interface
contamination. Since the use of separators requires a somewhat
complex operation, it is, in general, avoided, especially when in-
termediate pump-station manifolds are present.

From the operational viewpoint, the occurrence of contamina-
tion implies additional costs associated with shipping the mixture
back to refinery for later reprocessing. Thus, the minimization of
interface contamination should always be pursued.

During the planning and execution of batch transfers, the inter-
face contamination analysis is carried out in order to establish the
best sequence to pump the fluids~to optimize the program of the
product sequence aiming to minimize the mixing zones! as well as
to control and monitor the spread of the mixing zone, as it travels
along the pipe@2#.

When the specific weights of the products are similar, the con-
tamination process takes place mainly due to turbulent dispersion
of matter and has been currently estimated by a number of models
@3–11# of semi-empirical nature. However, the majority of these
models are based on several simplifying assumptions that in some
cases seems to be inadequate. As a consequence, they do not give
satisfactory results as would be expected.

This paper presents a new methodology to evaluate the inter-
face contamination which takes into account the variation of the
flow rate during the transfer and an accurate concentration-
dependent axial dispersion coefficient. A comparison with experi-
mental data shows that the proposed technique is the most accu-
rate in predicting contaminated mixing volumes, among several
other methods used in the literature: Sjenitzer@7#, Austin and
Palfrey @4#, Levenspiel@5#, Ovadi and To¨rök @6#, Smith-Schulze
@8,12#, Aunicky @3#, and Netchval@11#.

Problem Statement
Consider the schematic pipeline installation shown in Fig. 1

which is used to sequentially pump two distinct miscible petro-
leum products designated as ‘‘A’’ and ‘‘B.’’ The pipeline has a
constant diameterD and a lengthL, which is measured from the

junction of the pump discharge lines (x50) until the receiving
point at the other pipeline end. By an appropriate valve switching,
at time instantt50, the pumping of fluid A is interrupted and, at
the same time instant, pumping of fluid B is started, so that fluid B
begins to push fluid A along the line. LetCi(x,t)P@0,1#, with i
P$A,B%, be the time-averaged mean concentration of fluidi
within the mixture at the cross-section of the pipeline at an axial
coordinatexP@0,L# and timet. In mathematical form,Ci(x,t) is
defined as

Ci~x,t !ª
1

2DtA E
A
F E

t2Dt

t1Dt

Ĉi~x,r ,u,t!dtG rdrdu (1)

in which r andu stand for the radial and circumferential coordi-
nates,A is the internal cross-sectional area of the pipe and 2Dt is
a suitable time interval sufficiently long to cut out turbulent fluc-
tuations and sufficiently short to capture unsteady changes in the
concentration fieldĈi(x,r ,u,t).

Based on the past descriptions, the beginning of the sequential
transfer can be described in terms ofCB by,

CB~x50,t50!51 and CB~0,x<L,t50!50 (2)

or in terms ofCA by,

CA~x50,t50!50 and CA~0,x<L,t50!51 (3)

since, for all (x,t), the following relationship must hold:

CA1CB51. (4)

During the passage of products through the pipeline a mixing
zone is formed at the boundaries of the two adjacent products~see
Fig. 1!. Such a zone of contaminated material increases in length
as it travels along the line and can be delimited by the interval
@xf ,xi #,@0,L#, with xf5xf(t) andxi5xi(t), such that for allx
P(xf ,xi), 15CB(x5xf ,t).CB(x,t).CB(x5xi ,t)50 or 0
5CA(x5xf ,t),CA(x,t),CA(x5xi ,t)51. When the beginning
of the mixing zone reaches the pipeline end, that isxi(t)5L, the
flow is directed toward the mixture tank. Finally, when the end of
the mixture zone reaches the pipeline end (xf(t)5L), the fluid
flow is conducted to the tank containing product B~see Fig. 1!. In
practice, small degrees of contamination are allowed to take place
at the beginning and at the end of the mixing zone, which are
expressed in terms of the maximum admissible concentrations
CBA and CAB , respectively. Once these values~which are not
necessarily equal! have been chosen in such a way that the prod-
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ucts technical specifications are not altered, the contaminated vol-
ume, which should be stored in the tank for later reprocessing, is
defined as:

Vc~x5L !5E
tBA

tAB

Q̂~x5L,t !dt (5)

in which Q̂(x5L,t) denotes the volumetric flow rate at the re-
ceiving point~that is, the positionx5L!, tBA is the time instant
associated to the arrival of the beginning of the contaminated zone
with concentrationCBA at x5L and tAB is the time instant asso-
ciated with the arrival of the end of the contaminated zone with
concentrationCAB at x5L. In other words,tBA and tAB are such
that CB(x5L,t5tBA)5CBA and CA(x5L,t5tAB)5CAB ,
respectively.

Theoretical Formulation
It has been shown by several investigators@13–15# that, under

the assumptions of axisymmetric and incompressible developed
isotropic turbulent fluid flow, the intermixing phenomenon of
products B and A sequentially transported in a pipeline can be
described by the following convection-diffusion equation,

]Ci

]t
1u

]Ci

]x
5

]

]x FK ]Ci

]x G for iP$A,B% (6)

in which u5u(t) is the time-averaged bulk velocity,

u~ t !ª
1

A E
A
ū~r ,t !rdrduª

1

A E
A
F 1

2Dt Et2Dt

t1Dt

û~r ,t!dtG rdrdu,

(7)

and K5K(u,Ci) is the effective axial dispersion coefficient
which is given by

K~u,Ci!5n ReF E0

1 F E
j

1S ū

u
21D j8dj8G2

2jH j f

16FU ]

]j S ū

uD UG21

1S 1

Sc
21D 1

ReJ
dj

1E
0

1

2jH j f

16FU ]

]j S ū

uD UG21

1S 1

Sc
21D 1

ReJ djG (8)

wheref is the Darcy-Weisbach friction factor,

j5
2r

D
, Re5Re~u,Ci!5

Du

n
, Sc5Sc~Ci!5

n

D ,

n5n(Ci) stands for the kinematic viscosity of the mixture andD
is the molecular diffusivity.

Equation~6! and expression Eq.~8! are obtained by taking the
cross-sectional and time average of the momentum equation for
the mixture and the mass conservation equations for the products,
along with the assumption of long-dispersion times@13,15#.

Equation~6! is the basis for a number of models available in the
literature used to estimate mixing volumes, which consider as
additional simplifying assumptions thatK does not depend onCi
~the products have similar kinematic viscosities! and thatu is
constant. However, in some practical cases, these assumptions
seem to be inadequate what in turn may endanger the accuracy of
the models’ predictions.

The dispersion coefficient given by Eq.~8! accounts for the
relative motion of the fluid flow with respect to the bulk-average
velocity as well as for molecular and eddy diffusion in the axial
direction. As reported in some analytical studies@14,16#, K, or its
nondimensionalized formK5K/n, presents a strong dependence
not only on the Reynolds number but also on the mean velocity
and eddy diffusivity profiles in the turbulent core and pipe wall
region. Also, a somewhat less important dependence ofK on the
Schmidt number is shown to take place at low turbulent Reynolds
numbers.

Since Taylor@13# first conceived this approach in 1954, expres-
sion Eq.~8! was integrated by several researchers~Tichacek et al.
@14#, Yablonsky et al.@17#, Maron and Galianov@9#, Wasan and
Dyan @18#, Krantz and Wasan@19#! resulting in different correla-
tions of K as function of Re and Sc, i.e.,K5K(Re,Sc). These
correlations differ mainly due to the mean velocity and eddy dif-
fusivity profiles adopted in evaluatingK. The correlation proposed
by Krantz and Wasan@19# is the most precise since the mean
velocity and eddy diffusivity distributions used to computeK sat-
isfy the equations of motion and boundary conditions in the wall
region, providing a smooth and continuous transition to the uni-
versal mean velocity profile valid in the turbulent core. Based on
these considerations, the Krantz and Wasan’s correlation forK
will be adopted in this paper. For the sake of simplicity, we con-
sider thatK has only the following simpler functional dependence
on the Reynolds number of the mixture Re,

K5c~Re!d (9)

wherec andd are constants. For a fixed Schmidt number, Eq.~9!
can be interpreted as being a linearization of the correlation pro-
posed by Krantz and Wasan@19# in a logK3log Re plot depicted
in their paper.

The functional dependence ofK on Ci , which is disregarded in
several other models~e.g., Taylor@13#, Levenspiel@5#, Sjenitzer
@7#, Aunicky @3#, Ovádi and Török @6#!, appears when the kine-
matic viscosity of the mixture is expressed in terms of the viscosi-
ties and concentrations of the products in the mixture, such
as @20#:

n1/35CAnA
1/31CBnB

1/3. (10)

For practical purposes, the parametersc and d of Eq. ~9! are
determined for a Reynolds number calculated by using the value
of u at t50, obtained by Eq.~15! along with the mixture viscosity
n evaluated on the basis of a 50 percent-50 percent blend of A and
B through Eq.~10!.

One of the effects of consideringK as being dependent onCi is
the asymmetric shape of the concentration distribution profile, as
reported by Netchval et al.@11# and pointed out by Austin and

Fig. 1 Schematic representation of a batch transfer installation
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Palfrey @4# and Haisan@21# in field tests. In a more practical
sense, Botros@10# has also shown, by using a suitable approxima-
tion, that errors up to 20 percent in mixing volumes could be
committed whenK is assumed not to depend onCi .

The success of the models based on Eq.~6! in predicting the
intermixing volumes relies heavily on the accuracy of the corre-
lation used forK and on its implicit dependence onCi andu(t),
through the Reynolds number. Variations in either concentration
or the bulk-average fluid velocity can promote changes in the
Reynolds number capable to alter substantially the effective axial
dispersion coefficient.

The approach considering time dependent fluid velocity and
concentration dependent dispersion coefficient was originally pro-
posed by Netchval et al. in 1972@11#. Nevertheless, Netchval’s
model has two weak points which severely compromises its ap-
plication to practical cases. The first is due to the poor correlation
used forK, proposed by Yablonski et al.@17#. The second one is
related to the approximating analytical solution employed to solve
the problem, which is restricted to situations in which the ratio of
the products’ kinematic viscosities cannot exceed 8.

During a batch transfer, different stretches of the pipeline will
be subjected to varying hydraulic conditions inducing, in this way,
a slightly time-dependent flow rate. By assuming that the inertia
of the liquids is negligible, the specific weightsgi , for i
P$A,B%, do not differ significantly from each other, the flow
regime remains the same along the whole pipeline, the suction
line of the pump is short, minor hydraulic losses can be neglected
in the pipe system and, finally, that the mixture process has little
effect on the overall balance of linear momentum, this principle
can be stated for any time instant as:

P02F f Bxm1 f A~L2xm!

D G u2

2g
2DzgA2PL50 (11)

in which

dxm

dt
5u. (12)

In the above equationsxm(t) stands for the current spatial po-
sition of the conventional half-length mixture~that is, the material
coordinate in whichCB(x5xm(t),t)5CA(x5xm(t),t)50.5), P0
and PL represent, respectively, the pressures at the pump dis-
charge (x50) and at the receiving point (x5L), Dz is the topo-
graphical level difference between the pipeline positionsx5L and
x50, g is the gravitational acceleration andf i , for iP$A,B%, is
the Darcy-Weisbach friction factor in the stretch of the line occu-
pied by the fluidi. For the sake of simplicity, the friction factor
can be expressed as:

f i5
h

~Re!i
m with ~Re!i5

uD

ni
, (13)

whereh and m are constants which depend on the pipe’s rough-
ness andni , for iP$A,B%, are the kinematic viscosities of the
products.

The pump is supposed to be centrifugal and to be operating at
constant speed so that its head3flow curve can be expressed as:

P05~a2bQ22m!gB (14)

in which a andb are constants of the pump curve andQ stands for
the volumetric flow rate through the pump. If only one pump is
employed, thenQ5pD2u/4.

Since the pressure at the receiving point is held constant during
the transfer, Eqs.~11!–~14! can be combined and solved forxm ,
along with the initial conditionxm(t50)50, to finally obtain the
bulk-average velocity as a function of time:

u~ t !5NLF32m

22m
ANt1B32m/22mG21/32m

(15)

in which

A5aB2aA

B5aA1bgB

N5
4

pD2L
~agB2DzgA2PL!1/22m

ai5
h2322mpm22ni

mgiL

gD52m for iP$A,B%.

Since N.0 and m,2, an analysis of Eq.~15! reveals that the
bulk-average velocity can either increase or decrease along the
transfer. It will increase~decrease! if A,0 (A.0), what implies
the following inequality in terms of the fluids’ propertiesnA

mgA

.nB
mgB (nA

mgA,nB
mgB). As it can be seen in Eq.~15!, the larger

the difference between the products’ kinematic viscosities, the
greater the variation of the bulk-average velocity becomes from
the beginning to the end of the transfer. Depending on the Rey-
nolds number, such a variation may induce significant changes in
K and, consequently, on the mixing volume.

Numerical Solution
The problem described by Eqs.~6!, ~9!, and ~15!, along with

initial conditions given by Eq.~2! or Eq. ~3!, can be transformed
into the following simpler boundary-value problem as shown in
Appendix A:

d

dZ F ~11liCi!
23d

dCi

dZ G12Z
dCi

dZ
50 for iP$A,B% (16)

with

HCB~Z→2`!51
CB~Z→1`!50 if i5B (17)

or

HCA~Z→2`!50
CA~Z→1`!51 if i5A (18)

in which

lB5S nB

nA
D 1/3

21, (19)

lA5S nA

nB
D 1/3

21. (20)

In the context of this new mathematical formulation, the mixing
volume can be readily and accurately evaluated, as shown in Ap-
pendix B, once a numerical solution forCi(Z) is obtained. To find
an approximating numerical solution of the nonlinear problem de-
scribed by Eq.~16! with Eq. ~17! or Eq. ~18!, a finite element
method coupled with a Newton’s scheme is used.

Let b be a real positive number such that the interval~2b,b!
can be taken as adequate approximation of~2`,1`! in Eq. ~16!.
The Galerkin variational formulation of the problem Eq.~16!
with Eq. ~17! or Eq. ~18! can be stated as:Find Ci5Ci(Z)
PH1(2b,b), such that

E
2b

b

@11liCi#
23d

dCi

dZ

dw

dZ
dZ22E

2b

b

Z
dCi

dZ
wdZ50,

;wPH0
1~2b,b! (21)

in which H1(2b,b) is the classical Sobolev space@22# and
H0

1(2b,b) is the subspace ofH1(2b,b) formed by the func-
tions which assume the value zero inZ52b andZ5b.

Aiming to obtain finite element approximated solutionsCih
for

Ci , iP$A,B%, problem Eq.~21! is discretized by using an di-
mensional finite element space formed by piecewise linear func-
tions, which is a subspace ofH1(2b,b). The algebraic nonlinear
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system of n equations F(xi)50 for the n unknowns xi

5(xi1
, ¯ ,xin

), iP$A,B%, with xi j
5Cih

(Zj ), beingZj the nodal
points of problem domain, which comes from the discretization
process, was solved by the Newton’s method.

As an initial approximation ofxi
(0) , iP$A,B%, we have used

the analytical approximating solution proposed by Netchval et al.
@11#. The convergence criterion used to cease the Newton’s itera-
tions is

ixi
~k11!2xi

~k!i`

ixi
~0!i`

<131025 and
iF~xi

~k11!!i`

iF~xi
~0!!i`

<131025

(22)

in which i•i` is the maximum norm.
Finally, by using this numerical approach, a number of compu-

tational tests were carried out in order to establish a value for the
parameterb. It was verified that the size of the intervalI 5$Z
PR:Cih

(Z)P(0,1)%,@2b,b#, iP$A,B% depends on the value
of li . Specifically, the greaterli is, the largerI becomes. Nu-
merical tests carried out for different practical values ofli have
shown that forli<3, b520 is an adequate threshold. It also
should be mentioned that, from the theoretical view-point, ifli
50 then, the error committed in approximatingCi by Cih

, i
P$A,B%, is, at least, of orderh.

Results and Discussion
Aiming to illustrate the performance of the model described in

the past sections, a comparison between its predictions and experi-
mental data are next presented, for different values of admissible
concentrationsCAB5CBA51,2, . . .,9,10 percent. The experi-
mental data refers to a transfer of gasoline/diesel, being the gaso-
line the leading fluid (gA5734 kgf/m3,nA50.9cSt) and the diesel
the following product (gB5833 kgf/m3,nB57.6cSt). The transfer
took place in a pipeline 200 km long having a nominal diameter
of 25.4 cm ~10 inches!. The topographical difference level be-
tween the receiving point and the pump station isDz
52895 m.

The experimental mixing volume was evaluated by continuous
monitoring the sonic velocity of the mixture atx5135.9 km and
at the receiving point,x5199.9 km. To do so, a clamp-on transit-
time ultrasonic flow meter was used with an acquisition frequency
of 0.2 Hz @23,24#. The whole methodology employed to convert
the sonic signature of the flowing products into mixing volume as
well as its uncertainty analysis are presented in@25#. The volu-

metric flow rate at the beginning of the transfer was 245 m3/h and
the pressure at the receiving point wasPL59.21 kgf/cm2. For
these conditions, the initial Reynolds number of the mixture~50
percent-50 percent blend! is about 1.33105, rendering the con-
stantsc50.803 andd520.136 in Eq.~9!. The parametersa and
b of Eq. ~14! were determined from the pump curve and are equal
to a5378.8 m andb55099.1 s1.75/m4.25. For this pipeline, the
following constantsh50.3164 andm50.25 associated to the fric-
tion factor correlation Eq.~13! were used.

To better characterize the proposed model performance, Figs. 2
and 3 show the contaminated mixing volume as a function of
admissible concentrationsCAB5CBA51,2, . . .,9,10 percent for
seven traditional methods currently used~Sjenitzer@7#, Austin and
Palfrey @4#, Levenspiel@5#, Ovádi and Török @6#, Smith-Schulze
@8,12#, Aunicky @3#, Netchval et al.@11#! along with experimental
data for x5135.9 km andx5199.9 km, respectively. Except to
Austin and Palfrey@4# and Smith-Schulze@8,12# ~which are es-
sentially pure empirical correlations! as well as Netchval et al.
@11#, the other methods are based on Eq.~6! with different con-
stants values for the dispersion coefficient. Since the original
method of Netchval et al.@11# is not capable to deal with kine-
matic viscosity ratiosnA /nB or nB /nA greater than 8, the predic-
tions associated with this method-displayed in Figs. 2 and 3-were
obtained by using the same finite element technique employed in
this paper@26#.

As expected, it can be seen in Figs. 2 and 3 that the experimen-
tal mixing volume decreases as the admissible concentration in-
creases. Such a trend is also observed for all the seven models,
except to the Ova´di and Török @6# which, as the authors say, is
valid for CAB5CBA.2 percent. Figure 2 reveals that all the
methods but the Austin and Palfrey@4# and the Netchval et al.
@11# give fairly good predictions of mixing volume atx
5135.9 km when compared with the experimental data. This
same kind of behavior takes place when the mixing volumes are
evaluated forx,135.9 km. The distinction among the perfor-
mance of the methods becomes apparent after the batch has trav-
eled the entire pipeline. This assertion is corroborated in Fig. 3,
where it can be clearly noted that the proposed method is the only
one that still presents the best agreement with experimental data
over the whole range of concentration. The proposed model is the
unique method whose predictions fits inside the uncertainty bars
for any admissible concentration at both spatial positionsx
5135.9 km andx5199.9 km.

The greatest discrepancies between the proposed model and the

Fig. 2 Predicted and measured mixing volumes versus admissible concentrations at
xÄ135.9 km
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experimental data take place in the range of concentrations 1%
<CAB5CBA<2%. However, since the uncertainty associated
with the mixing volume varies from616.32 m3 ~for CAB5CBA
51 percent! to 63.95 m3 ~for CAB5CBA52 percent!, as seen in
Fig. 3, no comparison among the methods can be effectively done
for CAB5CBA,2 percent inasmuch as their predictions are
within the experimental uncertainty. The practical significance of
the proposed method ability in accurately predicting mixing vol-
umes is best highlighted by computing the largest and the smallest
relative errors for the best and the worst estimates among the
seven methods atx5199.9 km. The worst mixing volume esti-
mates are given by the Netchval’s method@11#, being the relative
error in the interval@16.1 percent, 36.5 percent#. For CAB5CBA
>2 percent, the Ova´di and Török @6# method provides the best
estimates with relative errors in the range@1.8 percent, 20.6 per-
cent#.

To characterize the main feature that renders the proposed
model the best performance, it is also depicted in Figs. 2 and 3 the
mixing volume predictions obtained by using the Taylor’s formu-
lation (K5constant)@13#, being K50.1611 evaluated by using
the Krantz and Wasan@19# correlation for a Reynolds number of
1.33105 ~corresponding to an initial flow rate of 245 m3/h and a
mixture kinematic viscosity based on a 50 percent-50 percent
blend!. As it can be seen in Figs. 2 and 3, the results obtained
through this procedure~designated as Taylor1Krantz and Wasan!
underestimates the mixing volume for the entire range of admis-
sible concentration analyzed atx5135.9 km and at x
5199.9 km. By comparing the results of Taylor1Krantz and
Wasan, Netchval et al., the proposed model and the experimental
results, we can conclude that the best estimates of mixing volumes
are achieved when both an accurate correlation forK and its func-
tional dependence on the concentration are properly accounted for
in the model.

Because of the highly turbulent flow regime, the variation of
the bulk-average velocity does not significantly affect the mixing
volume in the present case. One can see through Eq.~15! that the
fluid velocity at the end of the transfer is approximately 30 per-
cent less than its value at the beginning of the transfer. Such a
variation causes the Reynolds number to decrease from 1.53105

to 1.13105, inducing only a small variation inK from 0.161 to
0.170. However, it should be noticed that a 30 percent variation in
the flow velocity may induce significant variations inK for Rey-
nolds numbers less than 104 @19#.

Final Remarks
A model has been proposed in this paper to evaluate mixing

volumes in serial transport of petroleum products in pipelines. Its
novel features are the incorporation of the flow rate variation with
time and the use of a more precise effective dispersion coefficient,
which is considered to depend on the concentration. A comparison
with experimental data and with other seven traditional methods
available in the literature shows that the proposed model is the
most accurate over the entire range of admissible concentrations
used to compute the mixing volume. It is also shown that the
success of the proposed model relies not only on the use of accu-
rate correlations for the dispersion coefficient~in terms of Rey-
nolds and Schmidt numbers! but also on its dependence on the
concentration and time-varying bulk-average velocity.
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Nomenclature

a 5 parameter of the pump curve
A 5 leading fluid
b 5 parameter of the pump curve
B 5 following fluid
c 5 constant of the correlation betweenK and Re, Eq.~9!

Ci 5 i-fluid time-averaged mean concentration at the pipe-
line cross-section, withiP$A,B%, dimensionless

CAB 5 maximum admissible concentration at the end of the
mixing zone, dimensionless

CBA 5 maximum admissible concentration at the beginning
of the mixing zone, dimensionless

d 5 constant of the correlation betweenK and Re, Eq.~9!
D 5 pipeline diameter, m
f i 5 Darcy-Weisbach friction factor, dimensionless
g 5 gravitational acceleration, m/s2

Fig. 3 Predicted and measured mixing volumes versus admissible concentrations at
xÄ199.9 km
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h 5 constant correlating friction factor and Reynolds’
number, Eq.~13!

K 5 dimensionless effective axial dispersion coefficient,
dimensionless

K 5 effective axial dispersion coefficient, m2/s
L 5 pipeline length, m
m 5 constant correlating friction factor and Reynolds’

number, Eq.~13!
P0 5 pressure at the pump discharge, N/m2

PL 5 pressure at the receiving point, N/m2

Q 5 flow rate through the pump, m3/s
Re 5 Reynolds’ number, dimensionless

u 5 bulk-average velocity, m/s
Vc 5 contaminated mixing volume, m3

x 5 axial coordinate, m
xm 5 instantaneous spatial position of the conventional

half-length mixture,m
gi 5 specific weight of fluidi, with iP$A,B%, N/m3

Dz 5 topographical level difference, m
n 5 kinematic viscosity of the mixture, m2/s

ni 5 kinematic viscosity of fluidi, with iP$A,B%, m2/s

Appendix A

Boundary-Value Problem. By introducing the following di-
mensionless parameters for space and time,

y5
x

D
2t, (A1)

t5
1

D E
0

t

u~ t8!dt8, (A2)

Eq. ~6! can be written in a compact and nondimensionalized
form as

]Ci

]t
5

]

]y FK
]Ci

]y G for iP$A,B% (A3)

in which K5K/n stands for the dimensionless effective axial dis-
persion coefficient.

In view of the simple form adopted forK in Eq. ~9!, it is
possible to impose the change of variables in Eq.~A3!,

Z5
y

2Ah
(A4)

in which

h5E
0

t

K ~t8!dt8 with K 5c~Re!
d , for P$A,B%,

(A5)

in order to transform the initial-value problem Eq.~6! and Eq.~2!
or Eq.~3! into the boundary-value problem Eq.~16! with Eq. ~17!
or Eq. ~18!.

Usage of Eq.~16! with i5A or i5B is carried out depending
on the condition: ifnB>nA , theni5B and5A; if nA.nB , then
i5A and5B.

Appendix B

Mixing Volume Determination. Once the solutionCB(Z) of
Eq. ~16! with Eq. ~17! is determined, Eq.~4! is used to evaluate
CA(Z). Similarly, if CA(Z) is computed through Eq.~16! with Eq.
~18! then CB(Z) is evaluated by Eq.~4!. Whatever the casei
5B or i5A is, the dimensionless time instantstBA5t(tBA) and
tAB5t(tAB), associated with the arrival of the beginning and of

the end of the mixing volume at a generic positionx5x!,
x!P(0,L# can be written from Eq.~A4! as:

tBA5
x!

D
22ZBAAh~tBA! (B1)

tAB5
x!

D
22ZABAh~tAB! (B2)

in which the parametersZAB5CB
21(CAB) and ZBA5CA

21(CBA)
represent the values ofZ for which the concentration assumes the
pre-set admissible tolerances at the mixture zone extremities. Fi-
nally, based on Eq.~B1!, Eq. ~B2! and using the definition oft in
Eq. ~A2!, the contaminated mixing volume given by Eq.~5! at x
5x! can be expressed as

Vc~x5x!!52
D

x! ~ZBAAh~tBA!2ZABAh~tAB!!Vp (B3)

in which Vp5pD2x!/4 stands for the pipeline volume in the pipe-
line stretch@0,x!#.
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Oscillatory Flow in a Physical
Model of a Thin Slab Casting
Mould With a Bifurcated
Submerged Entry Nozzle
Laser Doppler anemometry (LDA) measurements are presented of the oscillatory flow in
a 33% scale water model of thin slab casting mould when the flow enters as two lateral
jets through a bifurcated nozzle. The submerged entry nozzle (SEN) and the mould were
geometrically scaled to be representative of industrial thin slab casters. Mean and RMS
LDA velocity measurements were taken at three selected points in the region surrounding
the SEN, at 500 points in the central plane parallel to the broad face of the mould, and at
points in selected transverse sections, for casting rates up to 1.53 m/min. Flow visualiza-
tion was also taken at two selected planes in the mould. The LDA results showed each jet
to form an upper and lower recirculation zone with the lower zones adjacent to one
another bounded by the jets and the mould walls and the upper zones bounded by the jet,
the SEN, the mould walls and the free surface. Both jets were found to have most oscil-
latory energy at frequencies below 5 Hz with high energy low frequency modes occurring
at frequencies below 0.2 Hz. However, no single dominant frequency occurred in the
spectrum and flow visualization revealed an apparently chaotic flow pattern in the oscil-
lation. Midpoint jet deflection was restricted to 6–8 mm RMS, and no coherence was
observed between jet (and free surface) movements on either side of the mould. The time
averaged flow pattern was found to be almost symmetric across the wide face of the
mould. It is concluded that both shear layer instability in the impinging jets, and deflec-
tion of the jets due to cross-flow at the SEN-mould wall, contribute to the flow oscillation.
@DOI: 10.1115/1.1459077#

Introduction
In continuous slab casting of steel@1#, liquid metal is injected

into a water-cooled bottomless mould using a submerged entry
nozzle~SEN!. The outer edges of the liquid adjacent to the mould
wall freeze to form a shell which increases in thickness as it is
continuously withdrawn from the bottom of the mould. The rate of
withdrawal, or ‘‘casting rate,’’ equals the flow rate of the injected
liquid metal. The nozzle is typically bifurcated with two opposed
side outlet ports. The two lateral jets exiting the nozzle set up four
recirculating cells within the mould as shown in the schematic of
the flow in Fig. 1.

The flow system in the mould is complex, involving three-
dimensional turbulent liquid flow coupled with heat transfer, so-
lidification, and solute transport. Significant numerical and physi-
cal modeling studies of the process have ranged from the
consideration of combined models@2,3# to those concentrating
specifically on the flow in the nozzle@4# and in the mould@5#.
Recent research has considered the effect of increasing the casting
rate and using thinner moulds to reduce the cost of subsequent hot
rolling @6#. The aim of such procedures is to improve process
efficiency@7#. However, they result in increased flow unsteadiness
and free surface oscillations of the liquid metal which can reduce
product quality@8,9#. Such oscillations can occur when the flow
rate through the nozzle is steady~i.e., they can be self-sustaining!.
Understanding the fluid dynamics in the mould is necessary for
the development of improved process design of thin slab casting
at increased casting rates.

There have been increasing efforts to model transient fluid flow

in the mould both experimentally and numerically. In most cases,
the measurement of flow disturbances in water models of the
mould @9–12# were based on simple image analysis, free surface
measurements, and flow visualization. Broadly, these studies
showed that the surface disturbances at increased casting rates are
associated with an unstable flow pattern and jet oscillation in the
mould. More recently, the authors@13–16# reported laser Doppler
anemometry~LDA ! and cinematic particle image velocimetry
~PIV! measurements of self-sustaining oscillating jet flow in a
water model when the SEN consisted of a simple pipe~single
downwards jet! rather than a bifurcated arrangement~two lateral
jets!. They found a single frequency of oscillation which de-
pended on the casting rate and the geometry, obtained detailed
pointwise and full field velocity data for a range of parameters,
and developed a computational fluid dynamic model which gave
close agreement with the experimental data for mean velocity,
turbulence, and oscillation frequency.

However, a bifurcated nozzle is more characteristic of industrial
practice, and detailed measurements of the fluctuating flow field in
the mould are required for that case as a basis for further model
development and understanding. Previous flow visualization stud-
ies@11,12# have demonstrated flow oscillation and asymmetry in a
mould with a bifurcated nozzle; however, significantly greater
quantities of data can be provided by LDA which is a nonintrusive
velocity measurement technique@17#. Panaras et al.@18# reported
some limited LDA measurements in the mould near the nozzle but
did not characterize the transient behavior. The aim of the present
paper is to investigate the oscillatory flow behavior of the bifur-
cated jet flow represented in Fig. 1, and to determine the three-
dimensional mean and turbulent flow characteristics within the
mould.
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Experimental Rig
Figure 2 shows the experimental rig consisting of a mould, a

tundish, and an outlet manifold. To allow LDA and flow visual-
ization the mould was constructed with glass walls and had maxi-
mum dimensions of lengthL5800 mm, widthW5500 mm, and
thicknessH5180 mm~Fig. 3!. These sizes were representative of
a 1/3 scale mould geometry as considered by Honeyands@9#. A
wide range of mould geometries could also be selected by clamp-
ing polystyrene and perspex filler blocks on to the inside of the
mould walls. This system permitted a range of mould widths from
80 mm,W,500 mm and mould thicknesses from between
55 mm,H,180 mm.

To provide a steady mass flow into the mould, a 200 liter
tundish ~header tank! mounted 500 mm above the free surface,
supplied water to the SEN. For all measurements the bifurcated
SEN design consisted of a closed ended 38 mm diameter pipe
with wall thickness 2.5 mm, having two circular holes at the sides
~the nozzle ports! as shown in Fig. 3. The ports are 20 mm in
diameter and their centers are located 20 mm above the internal
end wall of the pipe. The port angle@19# is zero~i.e., the edges of
the nozzle ports are horizontal!.

To ensure an even outflow from the bottom of the mould, a
manifold was designed with an adjustable slot valve. This was
found to be the best solution as other manifold designs would bias
the flow to one side of the mould thus affecting jet oscillation
@15#. The manifold had dimensions of 300 mm3500 mm
3100 mm prior to the valve and a 250 mm3500 mm3100 mm
extension slot after the valve. The extension resulted in submer-
gence of the bottom of the manifold into the pump reservoir and
this was found to prevent air entrainment into the mould.

The flow circuit through the rig consisted of flow from the
tundish to the mould followed by flow into the reservoir and then
back to the tundish. This circuit was maintained by a Harland 2
kW centrifugal pump fitted with an overflow into the reservoir to
prevent pump stall at low flow rates. The head in the tundish was
kept constant using a commercially available Apex ballcock with
a 150 mm diameter float and flow through the SEN was controlled
by a gate valve placed at the tundish outlet. With this system
reliable flow control through the nozzle could be achieved for a
range of casting rates of between 0.5 and 1.5 m/min. Here ‘‘cast-
ing rate’’ refers to the mean discharge velocity from the manifold.

To monitor the flow rate through the system, a Coles Palmer
electronic turbine flow meter, model 05610-40 was fitted between
the pump and the tundish. Calibration of the flow meter to convert

Fig. 1 Schematic of the flow field

Fig. 2 Schematic of the experimental rig

Fig. 3 Schematic showing experimental parameters
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the flow meter reading into a casting rate was performed by mea-
suring the time taken for the water level in the mould to fall 50
mm for a range of flow meter readings.

Measurement Systems
LDA was primarily used to analyze the fluid flow in the mould.

Flow visualization was also used but only to examine large scale
transient flow structures around the jet region. These systems are
now described in more detail.

LDA System. This consisted of a 2D Dantec FibreFlow sys-
tem with a 58N40 FVA covariance signal processor and a Coher-
ent 4W Argon Ion laser as illustrated in Fig. 4. A back scatter
probe was used with a 250 mm focal length lens and was set up
with the green line~514.5 nm! for the horizontal velocity compo-
nent u and the blue line~488 nm! for the vertical velocity com-
ponent n. This provided a measurement probe volume of
0.117 mm30.117 mm31.544 mm for the horizontal velocity
component and 0.111 mm30.111 mm31.464 mm for the vertical
velocity component. Seeding was with Fidene silver coated hol-
low glass spheres with a size range of 10–30mm and a specific
gravity of 1.1. This was expected to provide adequate flow fidelity
@20#. Sampling periods were 30–90 s with an average sampling
rate of up to 1 kHz. This allowed the rawu-v data to be resa-
mpled for spectral analysis as outlined previously@15# in order to
examine oscillatory properties of the flow.

Flow Visualization. The flow visualization system was based
on the LDA Argon Ion laser with light sheet optics and a com-
mercially available Pulnix CCD camera as shown in Fig. 4. The
light sheet optics simply consisted of a 5 mmglass rod mounted in
the path of the laser which generated a large angle light sheet with
a thickness of around 1.5 mm. Data from the CCD was directly
digitized into 7683576 pixel images at up to 12.5 Hz by using a
Data Translation DT3155 digitizing board and in-house developed
software. Sequences of up to 80 frames were stored to analyze
cycles of the flow. The CCD was restricted to recording images

from regions A and B about the mould centreline and cross flow
region, respectively, as shown in Fig. 3. The digitized frames were
subsequently processed into video AVI files for analysis using MS
VidEdit software.

Flow Measurements
To characterize the flow, LDA measurements in the mould were

taken across the centralx-y plane and at selected points in other
planes through the mould. These measurements were used to ob-
tain the mean flow structure and RMS velocity characteristics in
the mould. Measurements were also taken at point A adjacent to
the jet (x52100 mm,y5210 mm,z50), at point B below the
SEN (x50, y52150 mm, z50) and at point C in the cross
flow region between the SEN and the mould wall (x50,
y5260 mm, z5224 mm). Points A, B, C are shown in Fig. 3.
The position of these three points was based on previous experi-
ence from flow measurements of a single oscillatory jet@15#.
Spectral analysis of theu-v data at these points was used to
provide information on jet and cross-flow oscillation.

The flow visualization was used to link the oscillatory nature of
the LDA point measurements at A, B, and C with larger scale jet
movements in the mould. For this reason two regions A and B,
shown in Fig. 3, were positioned on the mould center-plane on
one side of the jet (x.0, z50) and in the cross-flow region (x
.0, z5224 mm) on the same side of the jet.

Measurements were taken for a fixed value of the mould width
(W5500 mm) and a fixed value of mould thickness (H
580 mm). The SEN geometry was also fixed as shown in Fig. 3.
Measurements were also taken for a range of casting rates~R! and
SEN submergences~S!. Table 1 lists the experimental conditions
which are variations from a base case casting rate of R
51.53 m/min and a submergence of S5120 mm. In all cases the
SEN was positioned centrally on the vertical linex50, z50. De-
tails of the LDA data and error analysis are given in Lawson and
Davidson@15#.

Oscillation Characteristics
In the previous study@15,16# the authors considered self-

sustaining oscillations of single jet flow from a SEN consisting of
a simple vertical pipe, open at the end. A feature of self-sustaining
oscillations is the presence of a feedback whereby downstream
events can influence the flow from which they originate@21,22#.
In the single jet case considered previously, the oscillation relies
on the presence of a cross-flow through the gap between the
nozzle shaft and the broad face of the mould. This cross-flow
provides a feedback loop which links the recirculation cells on
each side of the jet and opposes the tendency of the jet to attach to
one side wall or the other~Coanda effect! at elevated Reynolds
number, thereby setting up a self-sustaining oscillation. The oscil-
lation was roughly sinusoidal in appearance with a single domi-
nant frequency determined from the power spectrum of the time
series. The authors concluded that additional feedback between
the jet attachment point and the nozzle exit via the individual
recirculation cells~as distinct from the cross-flowbetweencells!
was not fundamental for flow oscillation in that case.

Fig. 4 Schematic of the LDA and flow visualization experi-
mental setup

Table 1 Measurement conditions „WÄ500 mm, HÄ80 mm …

Casting rate
R ~m/min!

SEN Submergence
S ~mm!

1.53 120
1.39 120
1.09 120
0.82 120
0.55 120
1.53 100
1.53 80
1.53 60
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For the bifurcated nozzle, the situation is more complicated. As
mentioned earlier and shown in Fig. 1, there are now two jets and
four recirculation cells. Cross-flow between the top two cells and
feedback via individual recirculation cells may both be important
in maintaining an oscillation. That the latter feedback loop may be
significant in this case is supported by numerical calculations of
Brummayer et al.@23# who obtained self-sustained oscillations for
a bifurcated nozzle from calculations that assume quarter symme-
try of the flow, and hence force cross-flow to be zero. The present
authors have also found similar numerical behavior in preliminary
three-dimensional simulations@24#.

The time series shown in Fig. 5 for the cross-flow velocity at
point C does not exhibit the regular cyclic behavior characteristic
of the single jet cross-flow oscillation, and is without any obvious
pattern. The time series at point A within the top-left recirculation
cell is similar. The corresponding power spectra at points A, B,
and C~Fig. 6! confirm that the oscillation is not a simple combi-
nation of modes. Instead, modes of all frequencies are represented
to about 5 Hz. Low frequency modes dominate, especially fre-
quencies less than about 0.2 Hz. For example, at point A the
power spectrum exceeds 131023 at frequencies 0.008, 0.075,
0.108, 0.117 Hz. Thus although the bulk of the energy is spread
over 5 Hz, energetic modes exist with periods as long as 100 s.
The oscillation is more energetic in the top recirculation cell
~point A! than it is in the cross-flow~point C!. The oscillation at
point B directly below the nozzle contains much less energy as
this point is bypassed by the jets. For the other flow rates given in
Table 1, the trends are similar to those in Fig. 6.

To explore the dependence of frequency on parameters, such as
casting rate and nozzle submergence, a ‘‘cut-off’’ frequency, be-
low which 90% of the fluctuating kinetic energy occurs is consid-
ered. The RMS and frequency characteristics for the flow at points
A, B, and C, based on the horizontal velocity component, are
shown in Fig. 7. These are discussed in the following.

Effect of Casting Rate. At point A, which is adjacent to the
jet, the RMS velocity appears to increase linearly with casting rate
~Fig. 7~a!!. Similar trends occur at points B~below the nozzle!
and C ~cross-flow region!. The observation is consistent with
cross-flow velocity measurements for single jet flow from a
straight-through nozzle considered previously@15# and is associ-
ated with the increase in mean velocity of flow from the nozzle
generating higher energy levels in the surrounding fluid. A linear
relationship is also consistent with a dimensionless flow field
~with casting rate as the velocity scale! which is independent of
flow rate.

However, the corresponding cut-off frequencies do not scale
with casting rate. This is in contrast to the straight-through nozzle
case studied previously@15# where frequency increased linearly
with casting rate. Furthermore, in the present bifurcated nozzle
case, the flow at points A, B, and C shows markedly different
frequency behavior with increasing casting rate~Fig. 7~b!!. For
instance, the frequency at point A gradually increases from 3 to 4
Hz before falling at a casting rate of 1.39 m/min. However, at
point C there is a decrease in frequency from 1 Hz down to
around 0.25 Hz at a casting rate of 1.39 m/min before a sharp
increase to 2 Hz. The flow behavior is therefore very dependent
on local flow conditions in the mould. The cut-off frequency val-
ues at point B are greater than those at point C because the oscil-
lation at point C has relatively more energy concentrated at low
frequencies, as shown in Fig. 6.

The small changes in frequency at point A in the region of the
jet suggest that the jet is not moving around significantly. Flow
visualization confirmed this since, although the jet was seen to
move chaotically, no major jet deflection occurred in the point A

Fig. 5 u component time series at point C „casting rate 1.09
mÕs, SEN submergence 120 mm …

Fig. 6 Power spectrum of horizontal velocity u at monitoring
points in the cross-flow for a casting rate R Ä1.09 mÕmin and
SEN submergence S Ä120 mm

Fig. 7 RMS of the horizontal velocity component „u… and the
‘‘cut-off’’ frequency of the oscillation at points A, B, and C ver-
sus casting rate and nozzle submergence. The cut-off fre-
quency marks the maximum frequency of modes which to-
gether contain 90 percent of the fluctuating „horizontal … kinetic
energy.
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region. For the straight-through SEN@15,16#, jet oscillation is
connected with the movement of the recirculation cells surround-
ing the jet. The lack of significant jet deflection in the present case
may be caused by the position of the upper recirculation cell
which is bounded by the free surface, the mould wall, the SEN,
and the jet itself~see Fig. 1!. The recirculation cell formed occu-
pies all of this upper area and thus has no flow volume available
for significant movement. This is in contrast to the lower cells
formed in the mould below the jet; these have the volume in the
manifold to allow displacement or expansion. Therefore it is pos-
sible that movement or expansion of the lower recirculation cells
in the mould generates the frequency behavior of point B~below
the nozzle! which appears to scale more linearly with casting rate.

Point C lies in the cross-flow region connecting the two upper
recirculation cells on opposite sides of the SEN. From flow visu-
alization, the cross-flow was found to be highly chaotic like the
flow at point A, and was dependent on the position and relative
strength of the two upper recirculation cells. Since those recircu-
lation flows act in opposition in the cross-flow region, minor
changes in their strength and location can have a marked effect on
the cross-flow. The significant frequency minimum with casting
rate that occurs at point C is unlike the generally increasing trends
at points A and B, and is consistent with such a flow-sensitive
balance.

Effect of Nozzle Submergence. From Fig. 7~c!, the u-RMS
velocity at point A is seen to increase significantly with submer-
gence~distance between the free surface and the nozzle tip!, but
changes insignificantly at points B and C. This can be attributed to
the position of the jet relative to point A which is fixed at 100 mm
below the free surface adjacent to the jet. When the submergence
is 60 mm, point A is sufficiently distant from the nozzle ports to
experience a reduced effect of the jet. However, at a submergence
of 120 mm, the jet centerline is within 20 mm~vertically! of point
A and therefore the energy of the fluid, represented by the RMS
velocity, increases significantly. In contrast, points B and C appear
to be independent of the submergence because they are not near
the path of the jet.

The frequency characteristics shown in Fig. 7~d! do not exhibit
any significant dependence on SEN submergence. This is attrib-
uted to the minimal movement of the upper recirculation cell
which fills the space bounded by the jet, free surface, the mould
wall, and the SEN.

Flow Field Characteristics

Effect of Sampling Period. The finding that energetic modes
of oscillation exist with periods of 10-100 s has important impli-
cations for the choice of sampling period over which mean and
RMS velocities are determined from the time series. If sufficient
energy resides in such low frequency modes, then a sampling
period between 30 and 90 s, as used here, could be too short,
resulting in time averages which are not independent of sampling
period. Figure 8 shows the effect of sampling period on the trans-
verse~z! profile of the mean vertical velocity aty52145 mm and
x56130 mm. The results show that a sampling period of 30 s is
adequate except for positivex andz values. A comparison involv-
ing v-RMS gives similar results with the same conclusion.

The local complexity of the flow, however, results in no single
appropriate sampling time for the complete flow field. This is
because the local time scales of the flow will vary from region to
region as has already been demonstrated by frequency analysis of
points A, B, and C in the previous section. The time scale of the
flow and the sample period have a direct influence on the error in
measurement of the mean velocity. If the time taken is too short
the error in mean velocity measurement will become significant.
For LDA, the error in measurement,e, at a point in the fluid has
been shown to equal@25#:

e25
2Tu

T F11
1

2vTu
GFsu

ū G2

(1)

where Tu is the integral time scale,T the sample time,v the
sampling rate,ū the fluid mean velocity, andsu the standard
deviation ofu. Therefore if for example the flow has a time scale
of 30 s, the error in measurement will halve if the sample time is
increased from 30 s to 120 s. But the error will also be depend on
the local flow conditions, i.e., the turbulence levelurms. Therefore
without a priori information on the shortest and longest time
scales in the flow and information on local flow conditions, esti-
mating appropriate sampling periods for this experiment was
found to be problematic and resulted in variations in mean veloc-
ity plots as illustrated in Fig. 8 Typically, time averaged results
presented in the paper were based on sampling periods of between
45–90 s. Therefore for example with a turbulence level of 5%,
an integral time scale of 100 s, and a 1 kHz sampling rate, errors
in mean velocity measurement of between 7–10% would be
expected.

Free Surface and Jet Motion. The characteristics of the free
surface and jet oscillations were analyzed using flow visualization
images which where taken from the mould at a frame rate of 10
Hz. The frequency characteristics of the free surface oscillations
were determined by spectral analysis of the transient free surface
height on the mould wall atx56250 mm, and midway between
the nozzle and wall atx56125 mm. It was found, as with the
LDA data of the flow adjacent to the jet~Fig. 6!, that the majority
of the energy in the free surface movement is restricted to fre-
quencies below 3 Hz. The dominant frequency at the wall was
found to be 0.16 Hz~period 6 s! and that atx56125 mm to be
1.7 Hz~period 0.6 s!. Examination of the surface position vs time
also shows no obvious coherence between the free surface move-
ment either side of the mould. This result is further reinforced by
spectral analysis of the jet centerline position estimated from the
images atx56125 mm. As for the free surface motion, the ma-
jority of the oscillation energy is contained below 3 Hz with the
dominant frequency at 0.16 Hz and no coherence between left and
right ~jets!. Furthermore, the jet oscillation appears to influence
the free surface motion. Further observation of the visualization
images also shows rapid fluctuations in the jet positions when
flow appears to be shed from recirculation zones at the bottom
half of the mould. However, despite such fluctuations in jet posi-
tion, the actual jet movement at its midpoint (x56125 mm) is
restricted to 7.77 mm RMS on the left and 6.16 mm RMS on the
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right. The presence of the recirculation zones above and below the
jet and the bounding nature of the wall and the free surface is
thought to be responsible for such small movements.

Upper Recirculation. The mean flow in the upper recircula-
tion zone is now discussed. Figure 9 shows the corresponding
mean velocity vectors and RMS vertical velocity contours in the
central vertical plane (z50). In contrast to the transient flow
behavior described previously, the mean flow field exhibits a high
degree of symmetry about the vertical axis. The jets emerge from
the lateral ports of the SEN with an estimated angle of 28 degrees
to the horizontal. A downwards orientation of the jets, regardless
of the port angle~which is zero here!, has been reported elsewhere
@4#. The two upper recirculation cells driven by the jets are shown.
The region directly below the SEN is bypassed by the jets and so
is relatively quiescent. The flow there is upwards and forms the
top part of the lower recirculation cells. The RMS velocity~Fig.
9~b!!, which is a function of the turbulence intensity, is found to
be greatest within the jets and least where the mean velocity is
relatively low, as is expected. Within the jet, the RMS and mean
velocities achieve comparable values.

Figure 10 shows horizontal profiles of mean vertical velocity in
the planez50 at different vertical positions in the upper recircu-
lation region, corresponding to the vector plot in Fig. 9~a!. Depth
y5220 mm lies close to the free surface, and the mean vertical
velocity there is small and mainly downwards, fed by flow com-
ponents in the other two directions. The vertical positiony5
2100 mm is in line with the SEN exit, and so the velocity profile
at this depth has a maximum negative value near the SEN. Veloci-
ties in this profile are mainly downwards, consistent with the vec-
tor plot in Fig. 9~a!. Also consistent is the velocity profile at depth
y52180 mm which lies below the nozzle. Those velocities are
positive in the central portion and negative near the periphery,
corresponding to the top of the two lower recirculation cells.

The mean transverse velocity component~w! is shown in Fig.
11 as a function of coordinatez ~perpendicular to the broad face
of the mould! in the planex5130 mm for various positions
~y! below the free surface in the region of the SEN. Height
y5220 mm lies close to the free surface andy52145 mm lies
below the tip of the SEN aty52120 mm. Almost all the trans-
verse velocity values are negative, indicating that the jets are di-
rected away from the~front! transparent face of the mould~see the

schematic Fig. 3~b!!. The most negative transverse velocities
shown occur fory5220 mm near to the free surface, and those
shown nearest to zero occur aty5282.5 which lies just above the
SEN port. Furthermore, the transverse velocities at a given height
y are surprisingly uniform. These small biases~'3–5% of the
mean exit jet velocity! are thought to be caused by mass flow into
the inserts placed at the back of the mould.

The inserts consisted of porous polystyrene blocks sandwiched
between perspex sheets. In order to allow for removal of the
blocks, a 2 mm gap oneither side was necessary, making the
block 496 mm where the mould width was 500 mm. The high
total pressure from the main jet~'2500Pa! and the presence of
the gap would allow a small flow to pass into the porous insert in
the blocks. The gap would also allow additional flow down the
side of the mould wall. This small net flow would create a bias
away from the opposite side of the mould which was the viewing
window for the LDA and flow visualization. Variation of local
pressure from the jet can thus result in variation of the flow bias as
has been found in the results. This bias also has implications for
the jet attachment point as will be discussed in the following.

Figures 12 and 13 show mean horizontal~u! and vertical~v!
velocities, respectively, at the same positions~depth! below the
free surface as in Fig. 11. The velocities in both Figs. 12 and 13
are also consistent with a jetting flow inclined towards the rear
wall of the mould ~at negativez!. In particular, the horizontal
velocity in Fig. 12 becomes increasingly larger outwards in the

Fig. 9 Plots in the central plane „zÄ0… of the cross-flow re-
gion showing „a… mean velocity vectors and „b… a contour map
of the RMS vertical velocity „mÕs… when casting rate R
Ä1.53 mÕmin and SEN submergence S Ä120 mm

Fig. 10 Mean vertical velocity „v… profile over the width of the
cavity in the central plane „zÄ0… of the cross-flow region at
various depths y when casting rate R Ä1.53 mÕmin and SEN
submergence S Ä120 mm. The location of the SEN is marked in
the center.

Fig. 11 Out-of-plane mean velocity w versus transverse coor-
dinate z at different depths y when xÄ130 mm for casting rate
RÄ1.53 mÕmin and SEN submergence S Ä120 mm
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back half of the mould (z,0) as the height below the free surface
increases from y5282.5 mm near the SEN port toy5
2145 mm below the SEN. This, in turn, means that the flow is
downwards in the back half of the mould, a result confirmed by
Fig. 13 which shows the vertical velocity forz,0 becoming more
negative with increasing depth. Together, Figs. 11–13 describe a
mean jetting flow which is downwards, impinging on the rear
wall, where it deflects laterally outwards in both horizontal direc-
tions.

The components of the mean velocity shown in Figs. 11–13
exhibit considerable symmetry in thex direction. In particular, the
u-velocities at equal horizontal distances fromx50 take similar
values of opposite sign consistent with a mean flow having
x-symmetry. Also consistent with this are the vertical velocities in
Fig. 12 which take very similar values atx56130 mm.

Full Velocity Field and Lower Recirculation. The vector
field of mean velocity, obtained by LDA measurements at 500
points in the central planez50 over the entire viewing area of the
mould, is shown in Fig. 14. The results show the expected pairs of
upper and lower recirculation cells. The recirculation below the
SEN is oriented such that the flow is upwards in the center and
downwards at the side walls. The centers of the lower cells lie

between 50–100 mm from the side walls. The aspect ratio of the
lower cells is such that the flow there is essentially vertical~up or
down!.

Figure 15 shows the measured mean and RMS vertical velocity
profiles at selected heights which lie below the SEN in the central
planez50. These are taken from the data comprising Fig. 14. The
curves show the peak velocity down the mould walls to be around
20% of the mean exit jet velocity reversing to 13% up the center-
line of the mould aty52210 mm. The velocity down the wall
then falls to around 8% of the mean exit jet velocity towards the
bottom of the mould aty52610 mm. However, the centerline
velocity at this depth is almost unchanged at 8% of the mean exit
jet velocity. The highest velocities at the wall would be expected
at y52210 mm since this is adjacent to the impingement point of
the main jet on the wall. The magnitude of the jet, however, is
substantially lower than that of a free jet at 12 diameters which
typically has a core velocity of 70% of the mean exit jet velocity.
Therefore there is substantially greater viscous dissipation of the
jet in this case. This is thought to be caused by the recirculation
zones above and below the jet which, from flow visualization, are
seen to fluctuate rapidly. Significant viscous dissipation also exists
down the mould wall as shown by the high RMS velocities there
which range from 170% of the mean velocity near the impinge-
ment point (y52210 mm) reducing to 70% at the bottom of the
mould (y52610 mm). These large velocity fluctuations are an
indication of the chaotic nature of the jet and surrounding recir-
culation zones.

Discussion

Comparison With Other Water Model Studies. Previous
flow visualization@11,12# has observed jet swirl, flow oscillation
and asymmetry in cavities having the same thickness~80 mm! and
width ~500 mm! as in the present experiment, and lengths ranging
from 600–2400 mm~Fig. 16!. The effective cavity length in this
work is 1050 mm which includes the glass viewing section, the
manifold prior to the slot valve and the extension slot after the
valve. For a related outlet configuration~discharge through the
entire mould cross-section, rather than through multiple holes!,

Fig. 12 Mean horizontal velocity u as a function of transverse
coordinate z in horizontal planes at various depths y when
casting rate R Ä1.53 mÕmin and SEN submergence S
Ä120 mm. Results are shown for two values of x „¿130 mm
and À130 mm ….

Fig. 13 Mean vertical velocity v as a function of transverse
coordinate z in the vertical y -z plane „perpendicular to the
broad face of the cavity … at xÄÀ130 mm „solid symbols … and
xÄ¿130 mm „open symbols … when casting rate R
Ä1.53 mÕmin and SEN submergence S Ä120 mm

Fig. 14 Full vector field of mean velocity in the central vertical
plane zÄ0 when casting rate R Ä1.53 mÕmin and SEN submer-
gence SÄ120 mm
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Gupta et al.@12# found that the two jets and the flow pattern
below the SEN oscillates asymmetrically with a mean frequency
of about 0.04 Hz at a casting rate of 1.32 m/min for the mould
length considered here. They attributed the jet asymmetry to an
observed swirling motion in the jets and its interaction with the
wide face of the mould. The frequency found previously@12# lies
within the most energetic band~,0.2 Hz! of the frequency spec-

trum measured in the present work. However, unlike the observa-
tion of Gupta et al.@12#, the oscillation exhibits no coherent pat-
tern and the jets do not appear to swirl. Nevertheless, the time
averaged flow pattern is effectively symmetric across the wide
face of the mould~Fig. 14! as was found by Gupta et al.@12#.

Previous workers@6,9# conducted water experiments using a
multiple hole outlet configuration and found a primary frequency
of free surface oscillation of 0.2 Hz in a full scale model (1500
360 mm), which corresponds to 0.1 Hz in the present model
according to Fig. 16 of Honeyands and Herbertson@6#. This fre-
quency is comparable with the corresponding value of 0.16 Hz
found here. Like Gupta et al.@12#, Honeyands@9# also found a
distinct visual oscillation pattern unlike the present observations
which are chaotic in appearance.

Oscillation Mechanism. Previous workers@21,22# have re-
viewed the main results on self-sustaining oscillations for a wide
variety of flows involving impinging or obstructed shear layers.
Such flows include the interaction of jets with edges, orifices and
surfaces, resonant oscillations in cavities, and confined jet flow. A
confined jet is an example of a shear layer bounded by recircula-
tion zones. Such a flow can oscillate due to the hydrodynamic
instability of the shear layer~Strouhal number St;O(1) based on
impingement length!, but oscillations of much lower frequency
(St!1) generated by other mechanisms@22# can also occur.
Nathan et al.@26# conclude that the low frequency oscillation is
associated with the motion of the jet as a whole and is a quite
different phenomenon from that of shear-generated instability
within the jet.

The oscillations reported here exhibit modes of both varieties.
The shear layer instability generated by jet impingement will oc-
cur at frequencies of order 5 Hz which corresponds to St>0.85
based on an impingement lengthLi50.28 m andu51.6 m/s.
However, the most energetic modes occur at frequencies less than
0.2 Hz~see Fig. 6 and the section ‘‘Free Surface and Jet Motion’’!
which corresponds St<0.03 ~the low frequency variety of oscil-
lation!. Furthermore, for 0.2 Hz, a Strouhal number based instead
on port diameter is 0.002 which is about two orders of magnitude
lower than corresponding Strouhal numbers St;O(1) of shear-
generated structures formed in a jet@26#. This same order of mag-
nitude difference was found by the authors for the low frequency
type of oscillation due to single jet flow from a SEN consisting of
an open ended pipe@16#. However, a major difference is that the
single jet flow oscillates with only one frequency giving a clearly
defined flapping motion. In contrast the present bifurcated flow
oscillates across a range of frequencies which includes both bulk
jet movement and shear layer instability~at the high frequency
end!, and is without any obvious pattern.

Self-sustaining oscillations require that downstream events can
influence the flow upstream. For bifurcated jet flow, two feedback
pathways are possible, as was discussed earlier. These are~i! the
cross-flow past the SEN which links the two upper recirculation
cells and hence the bulk jet movement on either side of the SEN,
and ~ii ! the feedback between the jet attachment point on the
cavity wall and the origin of the jet at the SEN port via the indi-
vidual recirculation cells. In the previous single jet study@16#,
only feedback pathway~i! was essential to the oscillation~block-
ing the pathway prevented the oscillation!, whereas in the bifur-
cated jet flow there is evidence for the importance of both feed-
back pathways~i! and~ii !. The single jet study suggests that type
~i! feedback is responsible for the low frequency variety of oscil-
lation in the mould which we associate here with the bulk deflec-
tion ~;6–8 mm RMS! of the bifurcated jet. Type~ii ! feedback
over the impingement length will drive the higher frequency os-
cillatory modes because of the instability of the impinging jet
~shear layer!. These modes manifest as a sinuous motion~standing
waves! along the length of the jet occurring at irregular periods
with examples shown in Fig. 16 at two selected times.

Fig. 15 Mean and RMS vertical velocity profile in the central
plane zÄ0 at various depths y in the main body of the cavity
below the SEN when casting rate R Ä1.53 mÕmin and SEN sub-
mergence S Ä120 mm

Fig. 16 Flow visualization images of the jet at times 7.8 s apart
with the jet outline marked for the base case „casting rate 1.53
mÕmin, SEN submergence 120 mm …
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Conclusion
LDA velocity measurements of flow in the mould from a bifur-

cated nozzle have been presented which, together with flow visu-
alization, have shown a self-sustaining oscillatory flow which is
chaotic in nature without any obvious pattern. The majority of the
oscillation energy occurs below a frequency of 5 Hz with domi-
nant low frequency modes occurring at frequencies below 0.2 Hz.
RMS velocities adjacent to the jet impingement area are as high as
170% of the local mean velocity. The presence of two jets about
the centerline creates four major recirculation zones with the two
lower zones bounded by the jets and mould walls and the two
upper zones bounded by the jets, the mould walls and the free
surface. Two feedback pathways appear to influence the jet oscil-
lation. One pathway is cross-flow through the gap between the
SEN and mould wall which leads to a bulk up-down displacement
of the jets at an frequency of approximately 0.2 Hz. The second
feedback pathway links jet impingement on the mould walls to the
jet orifice ~SEN port! via the recirculation cells which promotes
shear layer instability and generates modes of oscillation at the
higher end of the frequency range in the order of 5 Hz.
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1 Introduction
A review was carried out on the studies undertaken to obtain

efficient shapes for the contraction designs. It is seen that before
the advent of efficient digital computers around 1970, studies in
this field Barger et al., Cohen and Ritchie, Johnson, Whitehead
et al., Tsien were of analytical nature, i.e., the contraction profiles
were obtained for some prescribed velocity distribution. However,
after 1970, when the digital computers became widely available,
most of the studies, Morel@1#, Downie et al.@2# and Borger@3#
have been directed at prescribing the contraction profile and com-
puting the flow field. An important observation emerged from the
review is that, most of the authors provided only qualitative cri-
teria based on acceptable nonuniformity and avoidance of bound-
ary layer separation to select contraction profile and none of them
had determined the optimum profile even within the same family
of profiles. It was also seen that no comparison of the performance
of the profiles proposed by various authors had been made. Hence
the present study was to evolve a rational method for qualitatively
assessing the relative performance of various profiles and make
the comparisons of the best performances of different family of
profiles for two dimensional case. Since the cited references pro-
vide all the necessary information in respect of the profiles, the
physical characteristics and governing evaluation of these profiles
are not repeated here.

2 Criteria for Evaluation of Performance
For computing flow fields inside the contraction, incompress-

ible, inviscid flow equations, in terms of stream function with
appropriate boundary conditions were solved by transforming the
co-ordinates to get a rectangular computational domain and using
a line relaxation method for the discritised difference equations.
For details refer to the thesis of Ramaseshan@4#. The norms for
evaluate the performance of the contraction profiles are flow non-

uniformity at the exit~Morel @1#! and margin of safety for bound-
ary layer separation~MS! using Stratford’s criterion@5#. Addition-
ally, in the analysis, a rational criterion to select the best profile
within a given family have been evolved. It is that for a chosen
value of MS ~which is designer’s prerogative!, the one which
gives the least value of the flow nonuniformity at the exit is the
best profile. All the performances of 2-D duct during various pro-
file shapes are carried out for a contraction ratio of 4. length 2.0
and Reynolds number of 106 ~based on entry half width!.

2.1 Method to Arrive at the Optimum Performance for
One Parameter Family of Contraction Profiles. For one pa-

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
December 14, 2000; revised manuscript received November 14, 2001. Associate
Editor: J. Katz. Fig. 1 Design curves for cubic profiles
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rameter family of profiles, like cubic profiles, there is only one
free parameter, the matching location (xm). Therefore for each
chosen value of thexm , the MS and non-uniformity can be found
and a cross plot of MS versus nonuniformity can be drawn. Such
cross plots for cubic profiles are shown in Figs. 1~a! and 1~b!. For
a chosen combination of MS and non-uniformity, the value ofxm
gets fixed. For these profiles, for the chosen value of MS, corre-
sponding matching location can also be obtained from these fig-
ures. Hence these figures can be considered as typical design
charts for these family of profiles.

3 General Philosophy to Arrive at the Optimum Per-
formance for Family of Profiles Having More Than One
Parameter

To evaluate the performance for such family of profiles having
more than one parameter, many combinations of these parameters
have to be considered. From these many combinations, the aim is
to arrive at those combinations which produce an optimum curve
based on the considerations of lowest exit flow nonuniformity for
the given MS. The general philosophy of obtaining such an opti-
mum performance curve for three parameter family of profiles~H,
T, andxm! is given below.

First one has to determine from the equations of profiles, the
range of values ofH andT which permit generation of profiles for
a givenxm . Then, for thatxm , for a chosenH, the performance
curve of MS and non-uniformity asT is varied has to be obtained.
In the same way the performance curves for differentH have to be
got. Then a curve which forms an envelope of these curves~ob-
tained for differentxm! should be obtained. This is the general

philosophy to be used for all families of profiles having three free
parameters. This is explained in more detail with reference to
Borger’s profiles. For elliptic profiles, similar method is followed.

3.1 Optimum Performance Curve for Three Parameter
Family of Profiles. The profile shape is defined asy5B1(x
1B4y)51B2(x1B4y)31B3(x1B4y) @3# where B1 , B2 , B4 ,
and B4 are determined by the constraints that, the slope at the
inflexion point be equal to the chosen value T and the curve
passes through the end coordinates and that the slope and the
curvature at the end points of the profile be zero.

The performance for a contraction ratio of 4 andL52 for xm
51.3 andH50.4 is discussed here. The variation of MS and
nonuniformity asT is varied is shown in Fig. 2. The point where
MS is maximum is indicated as To in the figure. Similar perfor-
mance are obtained for differentH for the same givenxm . To
obtain an envelope of optimum performance for axm , the points
for every H where MS is maximum are joined. Such optimum
curves for differentxm are shown in dotted lines forxm51.2, 1.3
and 1.4 in Fig. 3. To obtain an overall optimum performance
curve, an envelope~as shown by bold line! in drawn by joining
the pointsX1 , X2 , andX3 as shown in Fig. 3. This envelope gives
the optimum performance for the family of Borger’s profiles for
the chosen contraction ration of 4 and length of 2.

4 Comparison of Optimum Performance Curves of
Different Families of Profiles

For the chosen parameters, optimum performance curves in
terms of MS and nonuniformity is compared in Fig. 4. It is ob-
served that matched cubic profiles is better than matched elliptic
profiles. The performance of elliptic profiles is better than cubic
profiles in terms of MS only when nonuniformity is more than 2
percent. Borger’s profiles offer far better performance than any of
the profiles stated earlier. It is to be noted that Borger’s work was
much earlier than the work by Downie et al. The reason for better
performance of Borger’s profile could be that, Borger’s profile
does not contain discontinuities in curvature either at entry,
matching location and at the exit~unlike elliptic profiles! and it
has more than one free parameter~unlike cubic profiles!.

5 Conclusion
For the first time, a rational approach to determine the relative

performance of various families of profiles was evolved which
permitted obtaining the optimum performance possible from a
given family of profiles and also compare the optimum perfor-

Fig. 2 Performance of Borger’s profile for a given H

Fig. 3 Optimum performance curve for Borger’s profiles

Fig. 4 Comparison of performance for different families of
profiles

Journal of Fluids Engineering JUNE 2002, Vol. 124 Õ 545

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mance of different families of profiles and also permit to choose
the optimum design for two dimensional contractions.
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1 Introduction
When designing a pumping station or other pump installation,

pumps of high efficiency and good suction properties are selected.
The shape of the flow and the power characteristics of the pump
are often important as well. Before specific pumps of a particular
producer are selected, a number of analyses should be performed,
for which a sufficiently good knowledge of pump characteristics
is required. These include the headH(Q), powerP(Q), and ef-
ficiencyh(Q) characteristics of the pump, where the only known
data are the required nominal parametersQn , Hn , often given in
several variants. For example, one can consider whether it would
be better to apply three pumps of capacityQn854000 m3/h each,
or instead use four pumps of lower capacity,Qn953000 m3/h
each, taking into account different nominal rotational speeds of
these pumps, for instancen151485 rpm andn25990 rpm.

Of course, in practical terms, it is enough to know two of the
above mentioned characteristics, as the third one can be deter-
mined from the formula

P5
rgQH

h
(1)

It should be stressed that the presented problem differs from that
of estimating the characteristics of a pump being designed, for
which all the dimensions have already been settled. Here, we have
to estimate the probable characteristics of a hypothetical pump,
possibly a not yet existing one, of nominal parametersQn , Hn ,
hn , needed for the calculations connected with operation of the
designed installation, capacity regulation, and so forth.

2 Dimensionless Pump Characteristics, According to
the Literature

One can easily evaluate the probable pump characteristics
H(Q), P(Q), h(Q) if one knows the presumable dimensionless
characteristics of it,h(q),P̄(q),h̄(q). In the literature, authors
have for many years cited the same two sets of collective dimen-
sionless characteristics h5 f 1(q,nq); P̄5 f 2(q,nq); h̄
5 f 3(q,nq). One of the above sets of characteristics originates
from the factory Escher-Wyss@1#, the other one—not much
newer—is set out in a well-known monograph by Stepanoff@2#.
Quite recently, a third set of dimensionless pump characteristics
appeared in the handbook published by Sulzer factory@3#.

All the above-mentioned characteristics are described as rough
ones; there is no information on the kind of research performed, or
how many pumps, and of what make, were examined. Moreover,
the characteristics differ one from another quite significantly in
steepness, which implies differences in the values of parameters
h̄,P̄ and speciallyh, for the same values ofq andnq . It can be
seen in Fig. 1, where some examples ofh(q) are shown, based on
the quoted sources, for specific speedsnq534.2 . . .109.6. In this
range, the curves by A. J. Stepanoff and Escher-Wyss have a
quasi-parabolic shape with apex at the pointq50, while the val-
ues h05(h)q50 are certainly lower than those given by Sulzer.
Additionally, according to the first two sources, the characteristics
have unstable shape fornq<40, while all Sulzer characteristics
are stable fornq>20. In the rangenq520 . . . 60, theshape of the
latter ones can be recognized as parabolic, but their apexes lie in
the areaq,0. The characteristics by Escher-Wyss lie even lower
than those by A. J. Stepanoff. As can be seen, for the same values
of nq , significant differences inh0 values may appear, depending
on the source of the data.

Differences in shape and steepness between characteristics
h(q) of older and newer pumps can be somewhat explained by the
fact that, in the period of the last sixty years, the trends in pump
construction have changed. Presently, impellers are constructed
almost exclusively with blades of spatial curvature, with greater

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERS. Manuscript received by the Fluids Engineering Division
April 17, 2000; revised manuscript received December 1, 2001. Associate Editor:
Y. Tsujimoto.

Fig. 1 Examples of flow characteristics h „q … for n q
Ä34 . . . 110 †1-3‡

Table 1 Single-stage, double-suction pumps
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inlet and outlet angles, and with more compact channels of me-
ridional cross-sections, that is, with lesser shift to front of the
impeller’s outlet part. Nonetheless, the attempts undertaken by the
authors to compare actual characteristics of contemporary pumps
of leading producers with the characteristics given by Sulzer, even
quite recent ones, confirmed the existing discrepancies.

3 New Proposal for Dimensionless Characteristics
In order to verify and refine the dimensionless pump character-

istics, especially the flow characteristich5 f 1(q,nq), and to im-
prove them to such a degree that they could be considered reliable
and appropriate for the applications mentioned in Subsection 1,

Fig. 2 Dimensionless pump characteristics for n qÄ20 . . . .80

Table 2 Multi-stage, single-suction pumps
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the authors based their research on actual characteristics of pumps
presently produced, or recently introduced in many countries. The
analysis was performed and statistics were developed for the char-
acteristics of over 200 pumps of capacityQopt5100 . . .
13000 m3/h, and specific speedsnq510 . . . 85. The pumps were
made by manufacturers such as Ahlstrom, Guinard, KSB, Wor-
thington, Warszawska Fabryka Pomp, and many others. All the
pump impellers had a number of bladesZ>4.

After initial evaluations, the pumps were divided into three
groups:

• single-stage, single-suction pumps,
• single-stage, double-suction pumps,
• multi-stage, single-suction pumps.

The flow characteristic was determined with a sufficient accuracy
by setting four ~q,h! points: (0,h0),(0.5,h1),(1,1),(1.2,h2). A
similar assumption was made concerning the characteristic of ef-
ficiency. Based on the dimensional characteristics, optimal param-
eters for each pump (Qopt ,Hopt ,hmax) were determined. Then
thevalues ofh0 , h1 , h2 , the appropriate values ofh1 ,h2 and the
values of specific speed were determined. The points~h,q! and
(h̄,q), found in such a way, were plotted in the graphsh-nq ,
h̄1-nq , separately for each group of pumps, and are detailed in
Fig. 4 and Tables 1 and 2. Using the method of least squares, the
equations of lines ensuring the best approximation of the actual
data functions were derived. The equations of particular lines, and
the respective coefficients of determinationR2 are also shown in
Fig. 4 and Tables 1 and 2. The patterns of data distribution in
specific sets of characteristics are clearly visible, which explains
why the coefficients of determination are in many cases low.

Using the above empirical formulas, the values of parametersh
and h for specific speedsnq510 . . . 80 werecalculated, and a
cubic parabola through the resulting points (q,h), (q,h̄) was
drawn for specific values ofnq . The pencils of curves
h(q,nq),h(q,nq), obtained in such a way, are presented in Fig. 2
separately for each of the three considered groups of pumps. One
can make use of the curves of Fig. 2 directly, estimating the shape
of the characteristic for any of thenq values~within the specified
range!, for example,nq535. Alternatively, from the formulas-
given in the Appendix one can calculate the values ofh0 , h1 , h2 ,
h̄1 , h̄2 for that particular value ofnq , substitute the valuesq
50.5, 1.0 and 1.2 into parabola equations, and, solving two sets
of three equations with three unknowns, determine the values of
parabola coefficients. The value ofhmax can be assessed from
empirical relations by Anderson@4# or the Hydraulic Institute
in New York.

4 The Obtained Dimensionless Characteristics Versus
Characteristics Known From Literature: A Compara-
tive Analysis

~a! It is visible in Figs. 2~a!, ~c!, and~e! that the characteristics
h(q) of single- and double-suction pumps apparently differ from
one another. The respective characteristics of double-suction
pumps are much steeper that those of single-suction pumps. The
characteristics of multistage pumps take an intermediate position,
however, they are closer to single-suction pump characteristics.
Because the number of pumps analyzed was large, one could ex-
clude the possibility that any of the characteristics might have a
haphazard shape.

Some simplification, especially for the pumps of high specific
speeds,1 can result from the assumption of parabolic shape of the
characteristics. However, the differences between the actual and
the averaged characteristics of some pumps are most significant
for relatively low values ofq50 . . . 0.35, assuming the same
value of nq . On the other hand, in analyzing the functioning of
pumping stations, one needs curves which refer to a capacity
valueq>0.5, and the above mentioned discrepancies are not im-
portant in this region, really.

~b! Smaller differences between the three types of pumps ap-
pear when one examines the averaged characteristics of efficiency
h̄(q). However, the curves of single-suction pumps are appar-
ently more flat than those of double-suction pumps. This effect is
also depicted by the values ofh̄ higher in single-suction pumps,
when the values ofq are equal in both cases.

~c! The comparison of pump characteristics derived by the au-
thors, against the respective characteristics known from literature,
shows that:

• The characteristicsh(q) developed by the factory Escher-
Wyss are obviously outdated. This fact seems undeniably due
to

— very small values ofh, considerably lower than those of
actual pumps for lowq values~approximately forq,0.8!,

— inadequate shape of the characteristics, which fornq>35
still remains unstable, an effect never observed in contem-
porary pumps.

• The Sulzer characteristics ofh(q) are approximately consis-
tent with those presented in Fig. 2~c! for double-suction
pumps. However, for single-suction pumps, and for smallq,
the values given by Sulzer are overestimated.

• The characteristicsh(q) published by A. J. Stepanoff are
also, to some extent, already outdated, because of unstable
shape that they take fornq,40. However, these characteris-
tics conform well to the characteristics obtained by the au-
thors for single-suction pumps.

~d! An interesting problem is the reason for the difference be-
tween the characteristicsh(q) in single- and double-suction
pumps. The biggest difference appears at the shut-off point. The
greaterh0 values for double-suction pumps can be caused by
higher H0 or lower Hopt . To check this, pressure numbers
c0(nq), copt(nq) of double and single-suction pumps were com-
pared, and the results are shown in Fig. 3.

In the whole analyzednq area, values ofcopt are lower for
double-suction pumps. This can be explained by one-dimensional
flow theory and the Euler-equation:

Hopt5
1

g
~u2cu22u1cu1! (2)

As the geometric properties of the blades and the shapes of im-
peller channels in meridional sections are similar in both types of

1For nq>50, actual characteristicsh(q) become increasingly steep, and their
shape, forq,0.5, becomes more and more irregular.

Fig. 3 Pressure numbers for single- and double-suction
pumps
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pumps, other explanations might be the different methods of guid-
ing the fluid to the impeller~suction nozzle!, or slightly different
proportions of dimensions of the volute, for example the ratio
b3 /b2 . In single-suction, end-suction type pumps, prerotation can
be very small and so the second term in brackets can be neglected
~Fig. 4!. In double-suction pumps the fluid is guided to the impel-
ler through the volute suction chamber which causes prerotation.
The velocitycu1.0 and the second termu1•cu1.0, so copt is
lower. The explanation of the difference in pressure numbersc0 is
much more convincing. That is because of the complex structure
of secondary flows, and reverse flow in the impeller for low flow
rates!, when one-dimensional theory fails.

5 Conclusion

1 In this paper, the authors have presented new, averaged di-
mensionless characteristicsh(q,nq) and h̄(q,nq) for single- and
double-suction impeller pumps, as well as single- and multi-stage
pumps, of specific speedsnq520 . . . 80. Thecharacteristics were
developed on the basis of actual characteristicsH(Q) andh(Q)
of over 200 different pumps, produced by factories well-known
worldwide.

2 The newly developed characteristics differ from the tradition-
ally used ones—already slightly outdated—published by the firm
Escher-Wyss and by A. J. Stepanoff. The differences are particu-
larly visible in the flow characteristics,h(q,nq).

3 The pencils of characteristicsh(q,nq) of single- and double-
suction pumps differ from one another, and this fact is worth a
detailed analysis. The differences between efficiency characteris-
tics h̄(q,nq) are less significant.

4 The authors suggest that, in various antecedent calculations
carried out before the pump is selected, or in calculations corrobo-
rating such a choice, one should use the characteristics presented
in this work rather than the previously published ones.

Nomenclature

nn 5 nominal ~calculated! rotational
speed,

Qopt 5 optimal rate of flow, forn5nn ,
Hopt 5 optimal total head of pump, forn

5nn ,
k 5 number of streams:k51 or 2 for

single- and double-suction pumps,
respectively,

Fig. 4 The approximation lines of the normalized efficiency data for different capacities-
single-stage, single-suction pumps
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i 5 number of stages;i 51 for single-
stage, andi .1 for multistage
pumps.

b2 5 discharge impeller width
b3 5 volute inlet width
u 5 circumferential impeller velocity

cu 5 peripheral component of fluid ve-
locity

q5
Q

Qopt
, h5

H

Hopt
,

h̄5
h

hmax
, P̄5

P

Popt

5 dimensionless capacity, head, effi-
ciency, power

nq5
333•nn AQopt /k

S gHopt

i D 3/4 5 specific heat

c5
gH

0.5u2
2

5 pressure number

R25
(~Ŷi2Yi!

2

(~Ŷi2Yi!
21(~Ŷi2Ȳ!2

5 coefficient of determination

Yi 5 actual data values~head or effi-
ciency!

Ŷi 5 fit values

Ȳ5
1

n
(Yi 5 average ofYi
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A procedure for modeling deterministic stresses for average-
passage simulations of flow in multiple blade-row turbomachines
is proposed and tested. This method uses the results of several
(two or more) steady Reynolds-averaged Navier-Stokes (RANS)
simulations with boundary conditions that are representative of
different inflow conditions encountered during the passage of a
neighboring blade-row. The deterministic stresses are calculated
by averaging the steady results while weighting them with the
approximate duration of each inflow condition. This approach in-
corporates important rotor-stator interactions that are neglected
in models based on a swept-wake approximation. The model is
tested successfully by computing the deterministic stresses in the
stator vane passage of a centrifugal pump, and comparing them
with direct measurements using PIV data. Remaining discrepan-
cies between model predictions and experimental data are prob-
ably linked to the inability of the turbulence models to account for
flow phenomena at each phase, such as mid-vane separation.
@DOI: 10.1115/1.1458580#

Introduction
For multistage turbomachinery simulations, the average-

passage technique~Adamczyk @1#, Adamczyk et al.@2#, Rhie
et al. @3#, Busby et al.@4#! typically solves the steady, three-
dimensional equations~Euler or RANS! separately in each blade-
row. Unlike the earlier ‘‘mixing plane approach’’~e.g., Dawes
@5#!, in the average-passage method the computational domain of
a given row is extended to include the volume occupied by neigh-
boring rows~excluding the blades!. The effects of unsteadiness
caused by the neighboring rows are accounted for by ‘‘determin-
istic’’ stresses. The flow-turning effect associated with the blades
~pressure difference across a surface! is introduced through steady
body-forces. This approach is more rigorous than the mixing
plane method since it provides a framework for accounting for the
effects of unsteady phenomena on the average-passage flow field.
However, important modeling problems associated with unsteady
interactions between blade-rows arise. In many current applica-
tions a frozen blade wake~obtained from an upstream average-
passage simulation! is swept through the field of the following
row, and averaged~Adamczyk et al.@2#!. Consequently, many
unsteady interactions between blade rows are not accounted
for. Since the deterministic stresses are typically of similar or
higher magnitude than the Reynolds stresses~see Rhie et al.@3#!,
neglecting these interactions in simulations may lead to significant
errors. Sinha et al.@6,7# show, using PIV data, how an unsteady
incidence angle resulting from the passage of rotor blades gener-
ate cyclic flow separations on the stator blades. The rotor passage
also alters the wake of the diffuser vanes and the presence of
stator vanes alters the structure of the rotor wake. These phe-
nomena cause high deterministic stresses, which motivate the
present development of a model that has the ability to account
for such effects. We begin by showing the measured deter-
ministic stresses. Then, the proposed model is introduced and
applied to predict the deterministic stresses in the stator blade
passage. Finally, the results are compared with the measured
distributions.

Experimental Data From Centrifugal Pump
The PIV measurements of Sinha et al.@6,7# were performed in

a transparent centrifugal pump with a vaned diffuser that enables
simultaneous PIV measurements within the impeller~rotor!, the
diffuser vane passages and in the volute. Past calibrations~see
details in Sinha et al.@6,7#! have shown that the characteristic
uncertainty of the instantaneous velocity is about 0.3 pixels, i.e.,
0.07 m/s, corresponding tou/UT of 0.007 at the present magnifi-
cation. The measurements are performed on the mid-span plane
between hub and shroud. The impeller has five backward swept
blades with inlet and exit diameters of 8.51 cm and 20.32 cm,
respectively. The diffuser has nine blades with inlet and discharge
diameters of 24.45 cm and 30.5 cm, respectively. The circular arc
vanes have a chord length of 13.44 cm and a span of 1.27 cm. The
pump is operating at a design condition of 890 rpm~14.83 Hz!.

The phase averaged velocity distributions,ūi(x,t), at seven dif-
ferent impeller blade orientationst are obtained by averaging 100
instantaneous velocity distributions at each phase~in 5 phases,
only 10 are used in the other two, Sinha et al.@6,7#!. Being mea-
sured every 10 deg of impeller orientation, they almost complete a
blade cycle of 72 deg. The average-passage velocity,ûi

S(x), in the
stator reference frame is defined as:

ûi
S~x!5

1

TR
E

0

TR

ūi~x,t !dt
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where TR is the impeller blade-passage period. For the present
data,ûi

S(x) is computed by averaging the phase-averaged velocity
fields. To avoid patchiness associated with the finite angle differ-
ence, additional fields every 2.5 deg are constructed using linear
interpolation. The integration is then approximated as a sum over
28 fields. The deterministic stresses are evaluated from the differ-
ences between the phase-averaged and average-passage data, ac-
cording to

t i j
S,det~x!52

1

TR
E

0

TR

@ ūi~x,t !2ûi
S~x!#@ ū j~x,t !2û j

S~x!#dt

~In Sinha et al.@7# the minus sign is mistakenly omitted in the
equation definingt i j

S,det(x), but not in the figures.! As an input to
the model proposed below, the rotor average-passage velocity,
ûi

R(x), is also required. Determination of the average-passage ve-
locity and stresses in the rotor frame of reference are performed in
the same manner, but this time the process involves rotation of the
flow field while fixing the impeller orientation. Details are pro-
vided in Sinha et al.@7#. Due to the averaging the uncertainty in
the phase-average velocity decreases to 731024UT , and the un-
certainty in the averaged-passage velocity is about 331024UT .

Accounting for all the contributions, the uncertainty in the deter-
ministic stress is 531025UT

2, i.e., about 5 percent of the charac-
teristic values.

The deterministic kinetic energy,kS,det, in the stator passage is
estimated by summing the two normal stresses according to

kS,det52
1

2
~t11

S,det1t22
S,det!

In Sinha et al.@7#, the result is multiplied by 3/2 to account for the
missing out-of-plane component. In this paper we assume that the
dominant cyclic variations are two-dimensional, and hence the
contribution of the out-of-plane velocity component is neglected.
The measured distributions ofkS,det(x) andt12

S,det(x) are presented
in Figs. 1~a! and ~b!. As is evident,kS,det(x) is high within the
impeller, at the pressure and suction sides of the diffuser vane and
in the wake of the diffuser. It peaks at the leading edge of the
vane, where the phase-averaged flow separates intermittently. This
separation occurs as the incidence angle at the entrance to the
passage increases substantially as this passage faces the pressure
side of the impeller blade. This increase is associated with the
so-called ‘‘jet-wake’’ phenomenon~Dean and Senoo@8#!. It con-

Fig. 1 „a… Measured distribution of deterministic kinetic energy and „b… measured deterministic shear stress
in stator passage, deduced from PIV data in centrifugal pump „Sinha et al. †7‡…. „c… Location of the sample
area in the pump.
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sists of a higher radial velocity on the pressure side of the impeller
blade and low on the suction side, and conversely, high circum-
ferential velocity on the suction side and low on the pressure side.
Another form of phase-dependent flow separation occurs on the
same suction~convex! side of the vane, near the point that lines
up with the trailing edge of the previous vane. It occurs as the
entrance to the passage faces the suction side of the impeller ow-
ing to the reduction in total pressure. High values ofkS,det(x) exist
also in the wake of the diffuser. Clearly, the highest deterministic
stresses in the diffuser are associated with interaction of the non-
uniform flow at the exit from the impeller with the boundary
layers on the diffuser vanes. These high tangential variations in
deterministic stresses cannot be accounted for in the ‘‘swept
wake’’ model of Adamczyk et al.@2#. Hence, improved models
that account for rotor-stator interactions are needed, providing the
motivation for the presently proposed deterministic stress model.
Furthermore, as discussed in Sinha et al.@7#, although in some
cases one finds peaks of deterministic and Reynolds stresses at the
same location, in general their trends are considerably different.
Thus, different modeling approaches must be used. As expected,
kS,det(x) is also very high within the impeller due to internal flow
nonuniformities, including the ‘‘jet-wake’’ phenomenon and the
viscous wake of the blades.

Proposed Model
The present model focuses on cyclic contributions to the deter-

ministic stresses, and neglects the effects of ‘‘passage-to-passage’’
variability ~Adamczyk et al.@2#!. We also assume that the phase-
averaged, time-varying outflow from a blade row is reasonably
well correlated with sweeping an accurately predicted space-
varying average-passage outflow from the same blade row. To
illustrate that this assumption is supported by our experimental
data, Fig. 2~a! shows the measured angle,a, between the velocity
at a point P~shown in Fig. 2~b! along with a computational grid!
and the circumferential direction, as a function of rotor angle,u.
The solid circles in Fig. 2~a! showa obtained from the measured
phase-averaged velocity fields. The effect of the jet-wake phe-
nomenon is evident: Foru,210 deg, when point P is located in
the pressure side of the impeller blade, the incidence angle is
relatively high due to the high radial velocity and low tangential
velocity. These phase-averaged results are unknown during
average-passage simulations, and therefore cannot be used as in-
put into a model.

However, the nonuniform outflow from the impeller can be
modeled based on the average-passage simulations of the flow
within the rotor. The solid line in Fig. 2~a! is the~measured! angle
a formed between the rotor average-passage velocity and the tan-
gential direction, when this steady velocity field is rotated and
plotted at the same phase as the phase-averaged data. As is evi-
dent, sweeping the rotor average-passage velocity distribution ap-
pears to give a reasonable indication of the time-varying inflow
angle into the stator. This information would be available during a
average-passage simulation and can be used as an input to a
model. Indeed, our proposed model is based on using the rotor
average-passage field as boundary conditions for separate steady
calculations of the flow in the stator.

The model is based on performing two~or more, n! steady
RANS calculations of the flow inside the downstream blade-
passage, for two~or more! representative phases of the upstream
blades. For these simplified calculations, the computational do-
main only covers the blade-row and does not extend to include
upstream and downstream blade-rows, as it does in the full
average-passage calculation. Each calculation is identified with
the superscriptk(k51,2, . . . ,n). The inlet boundary condition
into the domainDd ~subscriptsd andu refer to downstream and
upstream blade-rows, respectively! is given by the average-
passage velocity of the upstream blade-row,ûDu(xin), at positions
xin that coincide with the inlet boundary ofDd . The velocity field
ûDu(xin) is rotated at various angles with respect toDd , providing

n different inlet conditions alongxin , each denoted below by
ûDu2k(xin). These inlet conditions serve as a model for the inlet
conditions of the phase-averaged velocity field. In this regard, the
method resembles the mixing plane approach. To each rotor out-
flow condition, we assign a weight,wk(k51,2, . . . ,n), equal to
the fraction of time for which that specific condition is assumed to
be a representative of the real flow.

Each of then simplified RANS calculations inDd yields a
velocity field uDd2k(x), with x pertaining toDd . The determin-
istic stresses are then evaluated as:

t i j
Dd ,det

~x!52
1

n (
k51

n

wk~ui
Dd2k

!8~uj
Dd2k

!8,

where (ui
Dd2k)8 is the deviation of thekth velocity field from the

mean velocity over all the n simplified simulations,

~ui
Dd2k

!85ui
Dd2k

~x!2
1

n (
k51

n

wkui
Dd2k

~x!.

The practicality of the model relies on our ability to rep-
resent the entire cycle by only a few~n! representative inlet con-
ditions, so that only a limited number of steady RANS calcula-

Fig. 2 „a… Measured angle between the velocity and the tan-
gential direction, at a point P. P is shown in „b…. Solid circles:
Angle of the phase-averaged velocity as function of rotor
phase „orientation …. Solid line: angle obtained by sweeping the
measured passage-averaged velocity in the rotor frame past
point P, as function of angular position of the blade. Dotted
line: The bimodal approximation of the variations in the orien-
tation of the velocity used in the present analysis. „b… Mesh
used in FLUENT™ calculations of flow in the stator domain.
The computational domain is marked by the dark contour. Cy-
clic periodic boundary conditions are used, and two cyclic rep-
etitions are shown for clarity. The inlet of the computational
domain is the segment I1-I2 and the outlet is O1-O2.

552 Õ Vol. 124, JUNE 2002 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tions are needed. In general these calculations should be per-
formed in 3-D but in the present example, 2-D calculations are
sufficient, due to the 2-D nature of the phase-averaged flow in the
diffuser.

Application to Centrifugal Pump Data and Discussion
In the present case the upstream blade-row is the rotor, and the

downstream blade-row is the stator. From Fig. 2~a!, it appears that
the cycle is reasonably well represented by two different inlet
conditions (n52), corresponding~approximately! to a velocity
~magnitude! of 2.2 m/s at a1520 deg, and 4.3 m/s ata2
510 deg. This two-step function is illustrated by the dotted line in
Fig. 2~a!, and both conditions agree with the mean radial velocity
at P. Since thea1520 deg flow angle occurs for about 20 percent
of the rotor passage, the assigned weights arew151/5 andw2

54/5. To perform the two steady RANS calculation in the stator
domain, we use FLUENT™ in a 2-D domain with cyclic periodic
boundary conditions. Simulations were done using second-order
upwinding, with SIMPLEC velocity-pressure coupling. Both stan-
dard k-« ~with wall-function! and RNG, k-« turbulence models
have been used. Since there are no significant differences in the
results, only the RNG, k-« results are shown. Figure 2~b! shows
the grid, including some periodic repetitions. This geometry re-
produces exactly a 2-D section across the stator blade geometry
and the mesh has a good resolution of the near-wall and wake
regions. The inlet conditions are uniform tangential and radial
velocities at the segmentI1-I2. In the k51 simulation, Vr
50.75 m/s andVu52.07 m/s, and in thek52 caseVr50.75 m/s
and Vu54.23 m/s. Outflow boundary conditions are applied at
O1-O2.

Fig. 3 Streamlines of velocity fields computed for different inlet conditions. „a…
kÄ1—the high inlet angle of 20 deg case; „b… kÄ2—the low inlet angle of 10 deg
case. In both cases shown the RNG k- « model is used. Similar results are ob-
tained using the traditional k- « model with near-wall corrections. The flow in „a…
exhibits leading edge separation, while the flow in „b… remains attached.

Fig. 4 „a… Deterministic kinetic energy „Àt i i
S,detÕ2…, as calculated from the proposed model. „b…

Deterministic shear stress „t12
S,det

…, as calculated from the proposed model.
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The calculated streamline plots are shown in Figs. 3~a! and~b!.
For thek51, a1520 deg case, boundary layer separation occurs
at the leading edge of the stator. Tests using two finer grids~re-
ductions of mesh size by factors 0.6 and 0.37! yielded the same
shape of the separation bubble, with variations in its length of
about 5 percent. Thus, the result is relatively grid independent, at
least at the level of accuracy relevant for the present analysis.
Conversely, the flow does not separate for thek52, a2510 deg
case ~established by detailed examination of the computed re-
sults!. This ‘‘flip-flopping’’ between attached and separated flow
around the leading edge produces strong modeled deterministic
kinetic energy there, as shown in Fig. 4~a!. The model predicts a
peak with a maximum value of aboutkS,det5831023UT

2 around
the stator leading edge.UT59.47 m/s is the tip speed of the im-
peller. Encouragingly, this value is very close to the peak value in
the experimental data shown in Fig. 1~a!. Such a tangentially non-
uniform deterministic kinetic energy peak cannot be reproduced at
all by a swept-wake model. However, details of the peak region
differ: the experimental peak region appears to be more ‘‘at-
tached’’ to the stator blade than the region predicted by the model.
Similar conclusions are reached upon comparing the modeled dis-
tribution of t12

det ~Fig. 4~b!! with the measured one~Fig. 1~b!!. The
sign and magnitude of the high stress region near the stator lead-
ing edge is well predicted.

The model overpredictskS,det(x) andt12
det in the entrance region,

where the imposed unsteadiness of the swept inlet is not fully
realistic. Discrepancies also remain in the stator wake. When com-
paring the computed flow-field in thek52 case to the correspond-
ing measured, phase-averaged velocity distributions~Sinha et al.
@6#!, we find that mid-vane separation occurs on the convex side
of the vane, whereas in Fig. 3~b! the flow remains attached. This
phase-dependent separation causes meandering of the stator wake,
whereas in the present calculations the wake does not change
significantly between casesk51 andk52. Hence, further work is
needed to determine the information needed at the inlet in order to
reproduce the mid-vane separation. For example, instead of speci-
fying a constant velocity at the inlet, one can prescribe a profile
with a better representation of the average-passage velocity field.
It is also possible that the problem lies with the RANS turbulence
modeling, which may be insufficient to properly reproduce mid-
vane separation. The differences could also be due to the quasi-
steady approximation we are using in the RANS simulations,
which neglect unsteady effects.

Clearly, while it appears that the presently proposed model re-
produces tangential non-uniformities in deterministic stress distri-
butions, that cannot be reproduced by the swept-wake models,
further tests in different flow conditions are needed. Also, in this
technical brief the proposed model has only been tested in terms
of its ability to reproduce measured deterministic stresses. It must
still be tested in passage-averaged simulations of pump flow.
These continuing efforts are in progress.
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Introduction
Many researchers, such as Daugherty@1#, Stepanoff@2#, Telow

@3#, Ippen@4#, Itaya and Nishikawa@5#, tested the performance of
centrifugal oil pumps while the viscosity of the oil was varied.

These typical results provided great insights about the effects of
the oil viscosity on the performance of centrifugal oil pumps.
These test results were used to obtain important guidelines for
selection and design of the pumps which are still in use today.
However, these experimental results are based on oil pumps made
in the 20s and 50s. In the mean time, both the hydraulic models of
the pumps and their constructions have shown significant varia-
tions. If the past results are still used to guide the selection and
design of the centrifugal oil pumps today, the results calculated
will show a greater difference with those in the real situation. The
application will be harmful for the technological development of
the oil pumps.

On the other hand, some researchers, such as Stoffel@6#, Li and
Hu @7# used the pumps, which were designed by themselves, to
conduct experiments. The application of these results cannot have
universal guiding significance.

The centrifugal oil pump of type 65Y60 based on API610 stan-
dard is selected in this study. The aim of the study is to explore the
relationship of the performance correction factors with the oil vis-
cosity, as well as provide a reference for the design and selection
of the pump.
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Apparatus

Test Pump. The test pump is a centrifugal oil pump of type
65Y60 based on API610 standard, which is commonly applied to
transport hot oil with temperature less than 350°C. The design
parameters of the pump are: flow rateQ525 m3/h, head H
560 m, rotating speedn52950r /min, and specific speedns

5nAQ/H0.755589~USGPM!. Figure 1 shows the cross section of
the pump and Fig. 2 presents the test impeller configuration.

Test Rig. The test rig is composed of a tank, global valve,
suction and discharge pipes, turbine flow meter, gate valve, differ-
ential pressure sensor and torque detector. The sensor gives the
difference of the liquid static pressure between the pump inlet and
outlet and the detector indicates the torque input and the shaft
speed. The total uncertainties of flow rate, head, input power, and
efficiency are 0.707%, 0.205%, 0.515%, and 0.908%, respec-
tively.

Density and Viscosity of the Oil. The test liquids are water
and No. 100 mechanical oil, respectively. Both the oil density and
the kinematical viscosity are function of the oil temperature. The
relationship of the density with the temperature based on the mea-
surement data can be written as

r5906.65320.526715T

wherer stands for the density of the oil and its unit is kg/m3. T is
the oil temperature and its unit is centigrade degree.

The relation between the oil viscosity and the temperature is

n5
1

1.0119831025T222.22230631024T12.8658131023

wheren represents the kinematical viscosity and its unit is mm2/s,
that is equal to cSt. The kinematic viscosity values in the perfor-
mance are: 1~water!, 29, 45, 75, 98, 134, 188, and 255 cSt~oil!,
respectively.

Results

Performance Correction Factors. In order to determine the
viscous oil performance when the water performance is known,
the flow rate, head, and efficiency correction factors against vis-
cosity are illustrated in Fig. 3. The flow rate, head, and efficiency
correction factorsKQ , KH andKh are defined as

KQ5
QO

QW
, KH5

HO

HW
, Kh5

hO

hW

Fig. 1 Test pump cross section

Fig. 2 Test impeller configuration

Fig. 3 Performance correction factors, „a… Head, „b… Efficiency
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whereQW , HW , andhW stand for the water flow rate, head, and
efficiency at the selected point,QO , HO , andhO stands for the
viscous oil flow rate, head and efficiency at the corresponding
point. Hereq is used to indicate the operation condition while
pumping the viscous oil and it is defined as

q5
QO

QOBEP
5

QW

QWBEP

whereQOBEP represents the viscous oil flow rate at the best effi-
ciency point andQWBEP denotes the water flow rate at the best
efficiency point.

To examine the effects of pump operating condition on the head
and efficiency correction factors, the factors corresponding to
part-loading pointsq50.6, 0.8 and over-loading pointq51.2 are
also shown in the Fig. 3.

While the oil viscosity is less than 100 cSt, the head correction
factors are independent from the operating condition. However
when the oil viscosity is larger than 100 cSt, the head correction
factors strongly depend upon the operating condition. Thus in de-
termining the viscous oil head performance from water known
head performance the pump operating condition should be distin-
guished while pumping high viscosity oil.

The efficiency correction factors depend on the operating con-
dition only by a little. Therefore, in determining the viscous oil
efficiency performance from water known efficiency performance
the operating condition does not need to be distinguished.

Comparisons With Existing Factors. At present time, there
are two sets of curves of the performance correction factors, one
set has been proposed by Hydraulic Institute Standards~HIS! in
1994 @8#, while the other set was published by the former Soviet
Union ~USS! in the 50s@9#. Figure 4 illustrates the comparison of
presented paper with the two sets of the factors published in the
above standards at best efficiency point, i.e.,q51.0. Figure 4
shows a large difference between the factors of this paper and
those proposed by the former Soviet Union Standard~USS! in
50s. The maximum of the relative error of flow rate, head, and
efficiency correction factors is 10%, 10%, and 22%, respectively.
The flow rate, head, and efficiency correction factors proposed by
Hydraulic Institute Standards~HIS! in 1994 also doesn’t agree
well with data of this paper, the maximum of the relative error of
the flow rate, head, and efficiency correction factors is 8%, 6%,
and 15%, respectively.

Conclusions
With regard to the test pump the following conclusions can be

drawn:

1 The head correction factors are related to the pump operating
conditions. Therefore in determining the performance of liquid
with high viscosity from water known performance the head cor-
rection factors should be chosen with relation to the pump oper-
ating condition.

2 If the correction factors from published standards are used to
determine the viscous oil performance such as flow rate, head, and
efficiency from water known performance for current centrifugal
oil pumps a relative error of 10% or more can occur.
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